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Abstract

The thesis discusses various approaches to interpreting black boxes, i.e. predictive models
with extremely complicated structure. In particular, I consider random forests that often
produce accurate predictions, which are not easily explained in terms of relative importance
of input variables.

As information on how the explanatory variables in�uence prediction is often critical in
applications, I introduce a new R package, randomForestExplainer, that calculates new and
existing measures of variable importance in random forests. More importantly, the package
proposes new ways of visualizing relative importance of variables and provides a wrap-up
function that summarizes a given random forest in various ways.

Finally, I demonstrate the usage of the package in an analysis of the Cancer Genome Atlas
data concerning glioblastoma cancer. My data set has many more variables than observations,
which leads to shallow trees in the forest and makes the assessment of variable importance
particularly hard. Thus, using this example I show how the package works in such problematic
settings.
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Introduction

In recent years the use of predictive models, which predict an outcome using a set of inputs,
has become more widespread than ever. Abundance of data and ample computing power
create opportunities for the emergence of new �elds that rely on predictive modelling, such
as speech or image recognition, which are inherently di�erent from the established ones and
may require di�erent kinds of models. Traditionally the focus of statistical modelling was to
understand the data-generating process so predictive ability of the model was a sort of useful
byproduct of the analysis.

Nowadays, many applications primarily call for accurate predictions due to the following:
�rst, �nancial rewards may be driven by prediction accuracy (e.g., accurate facial recognition
boosts productivity of a security �rm) and second, the nature of the data-generating process
may be too complex or not interesting enough to be analyzed as such (e.g., how the structure
of pixels in an image shapes the probability of a face appearing in it).

Whenever a statistical model is used for prediction, a di�erent sort of model assessment
is necessary than when building it in order to explain some natural phenomenon. Similarly,
whenever a model built for the sole purpose of prediction is to be used in the decision-making
process, there is a pressing need of explaining how the prediction is made so that it can be
trusted. If the model in question is a black box, i.e. it is so complex that there is no natural
way of interpreting it, an explanation has to be provided by what we call structure mining
and knowledge extraction.

In this thesis I focus on random forests, one class of predictive black boxes that is recog-
nized as capable of accurate prediction using relatively little computing power in comparison
to other methods (e.g., gradient boosting [5]). As a committee of decision trees, each built on
a bootstrap sample of the data, random forests do not provide any natural way of measur-
ing which variables drive the prediction. To address this issue I introduce a new R package
randomForestExplainer that aims at explaining a forest in terms of distinguishing the vari-
ables that are essential to its performance.

The package provides a few functions that calculate a set of measures of variable impor-
tance including the ones already in use and some new ones such as the number of times
a predictor was used to split the root node of a tree in the forest. Most importantly,
randomForestExplainer o�ers a wide variety of possibilities for visualizing the forest that
help to understand its structure and assess importance of variables. Finally, it includes a
wrapper function that utilizes all capabilities of the package for a given random forest and
produces a HTML report summarizing the results. This allows the user to familiarize herself
with the explanatory insight that the package o�ers for her forest without getting to know
the details about how to produce each plot or data frame.

I demonstrate the capabilities of randomForestExplainer for a forest predicting whether
a patient survives a year from diagnosis of glioblastoma cancer. The data come from The
Cancer Genome Atlas Project [18] and contain 16117 predictors for 125 observations � such a
high number of variables relative to observations leads to shallow trees in the forest and this
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in turn makes the assessment of variable importance particularly hard. As such problems are
recently ever more common in practice, the point of using this data set is to show how the
new package manages them.

The thesis is structured as follows: in Chapter 1 I discuss predictive models in general,
present general methods of structure mining, formally de�ne random forests and existing
methods of measuring variable importance in them. Then, in Chapter 2 I present how each
randomForestExplainer function works, what are its parameters and how it should be used.
Finally, Chapter 3 contains a step-by-step application of the new package to the glioblastoma
data set.
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Chapter 1

Structure mining of predictive models

1.1. Predictive models

In this section we �rst de�ne our problem as either a regression or classi�cation task and
introduce its mathematical structure. Then, we present two main approaches to solving
the problem: through a data model that requires certain assumptions concerning the data-
generating process or with an algorithmic model that treats this process as a black box.

1.1.1. The problem

Lets assume that we observe pairs (y,x), where y will be called the response variable and x
is a vector of length p of predictors. Moreover, we assume that y is a realization of random
variable Y , while x is a realization of random variable X. We face the following problem:
given observed inputs x we want to predict the expected value of Y . Usually, we assume that
Y depends on X and the expected value of Y can be expressed as follows:

E(Y |X = x) = f(x), (1.1)

where f is a function f : Rp → Y that we call a predictive model. Moreover, if Y = R
(i.e., the response is measured on a quantitative scale and is thus called quantitative) we call
f a regression model and if Y = {G1, G2, . . . , GK} is a set of K possible groups to which
the observation belongs, we use the term classi�cation model. Fortunately, in our case this
distinction will not matter much, as the models we discuss work equally well under both
settings.

Throughout the paper we assume that we observe an n-element training sample

Z = {(x1, y1), (x2, y2), . . . , (xn, yn)}. (1.2)

Using this knowledge we want to predict y for a given vector of values x; we denote the
prediction as ŷ(x). For simplicity, we will use the shorter notation ŷ.

1.1.2. Data models

Until recently the main approach to predicting ŷ from a set of inputs was to assume an
underlying data model. Breiman [3] refers to this as the data modelling culture in which one
assumes that the data are independently drawn from some distribution whose expectation
can be denoted as

E(Y |X = x) = f(x,βββ), (1.3)
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where f is a known function and βββ is the vector of unknown parameters. Under such assump-
tions one can estimate the unknown parameters using the available data.

In [15] Schmueli refers to this approach as explanatory modelling as it is often used for
testing the validity of causal theoretical models in which the variables in X cause the e�ect
measured by Y . It is worth noting that this is most appropriate in settings where the un-
derlying theory is important, sometimes to such an extent that it is given as a justi�cation
for the causal interpretation of the model. Furthermore, as Schmueli points out, this focus
on theory is usually present at all stages of explanatory modelling including the choice of
independent variables, model selection and validation. This leads to the conclusion that data
models are indeed most useful when explaining a phenomenon is the focus and not necessarily
when the sole purpose of modelling is prediction (this point is often made in the literature,
most notably by Breiman [3]). More importantly, if the assumed model is not an accurate
approximation of the natural processes it may lead to wrong conclusions.

To give an example, generalized linear models are a class of widely-used data models that
can be represented by the following equation:

E(Y |X = x) = g−1(xβββ), (1.4)

where g is usually referred to as the link function. The simplest examples of link functions
are: the identity function for linear regression, the logistic function for logistic regression
and the natural logarithm for Poisson regression. Regardless of the link function chosen, the
parameters βββ = (β0, β1, . . . , βp)

T , of which the �rst one is a constant and the others correspond
to p independent variables, can be directly interpreted as measures of relative importance of
those variables in the Y -generating stochastic process. Moreover, using classical statistics we
can test various hypotheses concerning these parameters (e.g., whether the true parameter
is di�erent than zero) and with some additional assumptions we can interpret the estimated
relationship as causal.

1.1.3. Algorithmic models

In contrast to the data modelling culture, the algorithmic modelling culture (as called by
Breiman in [3]) focuses on predictive accuracy of models. Although it also takes input variables
X and tries to �nd a function f(X) that best predicts Y it rejects the idea that we can
restrict the search to some class of functions as in (1.4). The core assumption here is that
the data-generating process is complex and unknown so, instead of approximating it, we use
an algorithm that based on available data imitates natural outcomes most accurately. The
resulting model is usually not interpretable due to a very complicated structure and is thus
called a black box.

The focus of algorithmic models on prediction makes them a valuable tool whenever the
mechanism of the data-generating process is not of main interest or there is no theory sup-
porting an explanatory model. The �rst scenario often appears in the industry, whenever
decisions rely on accurate predictions of the future (e.g., weather forecast) and not on under-
standing what drives them. The latter scenario is ever more common in emerging �elds such
as speech, image and handwriting recognition [3]. In general, algorithmic models o�er greater
predictive accuracy than simple explanatory models as they are designed for the sole purpose
of prediction.

Algorithmic models also o�er a solution to two major problems with data models: the
multiplicity of good models and the curse of dimensionality [3]. The �rst of them concerns the
fact that even a slight perturbation of the data or an alteration of the set of models considered
(e.g., with or without some variable) may lead to major changes in the �nal model, regardless
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of whether it is a data or an algorithmic one. One solution is to average over a set of
competing models in order to stabilize the result � this is often introduced as an inherent part
of the model-building process of algorithmic models and is usually a minor complication of
an inherently complex black box1.

Finally, data models cannot usually include too many explanatory variables (e.g., no
more than the number of data points in the case of linear regression), so the dimension
of the analyzed data set often has to be reduced prior to modelling, which leads to loss of
information. Conversely, in algorithmic modelling it is usually the case that only computation
power limits the numer of input variables and nowadays this is not too big of a restriction.
Clearly, this not only improves the aforementioned predictive accuracy but also eliminates
the problem of variable selection as all variables and even many of their transformations can
be included in the black box. Breiman [3] calls this the blessing of dimensionality in contrast
to the curse of dimensionality inherent to explanatory modelling. As in this paper our main
focus is prediction accuracy and our motivating example is the high-dimensional problem of
predicting whether a patient will die of cancer from The Cancer Genome Project data, from
now on we will only consider algorithmic models.

1.2. Structure mining

We already discussed the fact that having a black box tuned to our problem (of either the
regression or classi�cation type) gives us a good chance of predicting the desired outcome
variable accurately. However, we cannot justify the prediction in any way, e.g. we have no
way of knowing which input variables drive it, as our model has an inherently complicated,
uninterpretable structure. This may be a big problem in applications, where such predictions
must be at least partially explained to the decision-makers so they will trust them and, as a
result, use them.

To address this issue, we need to analyze the structure of our black box and in this section
we present some existing methods of doing this. We call it structure mining as it aims at
discovering patterns and extracting knowledge from the vast and complex structure of the
black box. Sánchez, Rocktäschel, Riedel and Singh in [14] list three main approaches to
this: pedagogical, which analyzes the behavior of the model, decompositional, which aims at
dividing the model into simpler parts to inspect each of them in turn and eclectic � a mix of
the two. In this section we focus on pedagogical methods, as they usually do not require any
additional assumptions about the black box and we would like to start our discussion of black
boxes from a general perspective.

1.2.1. Local Interpretable Model-agnostic Explanations

The paper [13] by Riberio, Singh and Guerstin introduces a technique called Local Interpretable
Model-agnostic Explanations (LIME). Its main idea is to approximate the black box f(x) by
an interpretable model ξ(x) in the small neighborhood of the actual prediction, as measured
by πx(z) � the structure of the black box is not explicitly considered. We present the method
following [13] with slight modi�cations due to notation di�erences.

Let us de�ne πx(z) as the proximity measure between the input values for our observation
x and z, which de�nes locality around x. Also, let ξ : Rp → Y be a model such that ξ ∈ H

1It is worth noting that this can also be done in the case of data models, but usually complicates the
interpretation. Also, data models are generally sensitive to inclusion/exclusion of some explanatory variables
and there is no simple way in determining a set of models (di�erent in this respect) over which to average.
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where H is a class of potentially interpretable models in contrast to our uninterpretable black
box f . We denote the measure of complexity of ξ as Ω(ξ) � if it is too high, ξ may be hard to
interpret (e.g., linear regression with too many parameters). Finally, let L(f, ξ, πx) measure
how unfaithfully ξ approximates f locally, as de�ned by πx.

LIME aims at producing an explanation ξ(x) of the black box f , which is both interpretable
by humans (i.e., Ω(ξ) is su�ciently low) and locally faithful (i.e., gives similar results as the
black box in the vicinity of a given observation). This is obtained by the following:

ξ(x, f) = arg min
h∈H

{L(f, h, πx) + Ω(h)}. (1.5)

Note that this gives many possibilities of proceeding, depending on what class of interpretable
models we consider, etc. As in [13] we focus on sparse linear models and use perturbation of
inputs to search for them.

In order to learn the behavior of our black box under varying inputs we approximate
L(f, ξ, πx) by optimizing it on a perturbed sample drawn from the neighbourhood of x.
In [13] the authors propose the following procedure: draw the number of elements of the
perturbed sample K with equal probabilities from the set {1, 2, . . . , n}. Then, uniformly draw
K elements of our sample {x1,x2, . . . ,xn} to form the perturbed sample {z1, z2, . . . , zK}, so
for all i ∈ {1, 2, . . . ,K} there exists a j ∈ {1, 2, . . . , n} such that zi = xj . After repeating this
procedure r times we obtain a set of perturbed samples Z so we can optimize the equation
(1.5) over this set to get ξ(x).

For example, we might de�ne H as linear models, i.e. ξ(z) = zTβββ, and use locally weighted
square loss function to measure the accuracy of approximation:

L(f, zTβββ, πx) =
∑
z∈Z

πx(z)[f(z)− zTβββ]2, πx(z) = exp

{
−dist(x, z)2

σ2

}
, (1.6)

where πx is the exponential kernel with width σ, de�ned on some distance function dist(). To
ensure that the explanation is interpretable we may restrict the number of non-zero entries of
βββ to M , i.e. set Ω(ξ) = ‖βββ‖0 and add an additional restriction that Ω(ξ) ≤M .

1.2.2. Visualization of the model

Wickham, Cook and Hofman recognize visualization as a powerful tool for explaining statis-
tical models and propose three main strategies of doing so (see [19]): visualizing the model
in the data space, analyzing a collection of models instead of a single one and exploring the
model-�tting process. It is worth noting that, apart from approaching the issue of structure
mining without any assumptions concerning the model as was the case for LIME, Wick-
ham, Cook and Hofman focus on visual presentation of the model, to make it appealing to a
broader audience and enhance its understanding. We summarize their main points in [19] by
addressing each of the aforementioned strategies in turn.

When using visual model descriptions we usually want to explain either what the model
looks like or how well it �ts the data. In the �rst case we consider changes to the model
caused by those of its parameters or changes to parameters caused by those in the data.
When it comes to exploring model �tness, we can compare the shapes of the model and data,
identify the regions of good or bad �t and ones in which it can be improved. All this leads to
our better understanding of the underlying process and improves out ability to meaningfully
criticize the model.
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Figure 1.1: Illustration of linked brushing for the iris data. In each plot the dimensions correspond
to a pair of quantitative variables from the data set. A seemingly outlying observation in the �rst
plot is highlighted on both of them leading to a conclusion that it is atypical only in one of the four
dimensions presented. [Source: own research.]

Model in the data space

The �rst strategy of model visualization concerns displaying the model in the data space � this
is not as easy as showing data in the model space (e.g., plotting predicted vs. observed values)
as the data space typically has many more dimensions than the model space. Therefore, the
following techniques of visualizing high-dimensional objects come in handy:

1. The grand tour facilitates looking at many projections of the data: having our p-
dimensional object we randomly and smoothly rotate between its di�erent 2-dimensional
projections until we see every possible view (or decide to stop). This is useful for iden-
tifying outliers or clusters of the data and may be also modi�ed in such a way, that
subsequent projections are selected based on some index of their interestingness (it is
then called the guided tour).

2. Linked brushing facilitates looking at many sections of the data: we use a brush to color
a selected set of observations in a series of plots, each showing the data from a di�erent
perspective (see Figure 1.1). The most useful version of this is an interactive one in
which the user selects an observation in any of the plots leading to it being highlighted
in all of them.

Equipped with these methods we can easily display our model in the data space by sampling
from this space and computing a prediction for each sample. Then, we plot these samples
using either the grand tour or linked brushing with the color or size of the points corresponding
to the predicted value.

Collections of models

The second strategy stems from the idea that a single model is not as informative as collections
of them, whereas a common approach is to select the best model from such a collection and
ignore the rest. However, some of the discarded models may explain the data almost as well
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as the best one but lead to substantially di�erent interpretations, presumably valuable when
we try to understand the underlying process. To take this into account, one should visualize
the entire collection of models.

Unfortunately, we are usually able to visualize only a few models from the collection in
their entirety, so it is essential to somehow summarize them � this is most easily done with
descriptive statistics that report model quality. Usually, these are speci�c to the class of mod-
els considered (e.g., R2, information criteria or degrees of freedom for regression models), but
there are more universal ones like various summaries of residuals or, in the case of parameter
estimation, statistics describing the distribution of estimates across models. In any case, if
we have l models, n observations and p variables, we can think of descriptive statistics on �ve
di�erent levels [19]:

• model level: l observations, each corresponding to one model, e.g. prediction accuracy,

• model-estimate level: l × p observations, e.g. coe�cient estimates,

• estimate level: p observations, e.g. summary of estimates across models,

• model-observation level: l × n observations, e.g. in�uence measures,

• observation level: n observations, e.g. average of residuals across models.

Having calculated descriptive statistics, we can use linked brushing for visualization in order
to connect statistics from di�erent levels across plots.

The model-�tting process

Finally, the third visualization strategy aims at exploring the model-�tting process whenever
possible, instead of only looking at the �nal result. Wickham, Cook and Hofman note that this
may be particularly valuable if the algorithm used for model-�tting is iterative, because then
we observe how the consecutive versions of the model improve using their natural ordering.
When it comes to visualization we can think of two main approaches exploiting this ordering:
time series plots (i.e., time on the x-axis and a summary statistic on the y-axis) or movies
depicting the evolution of the model (i.e., many static plots capturing di�erent iterations of
the model stringed together). Moreover, we could �t the model multiple times using di�erent
starting points for the algorithm to explore optima reached, as many algorithms only guarantee
convergence to a local optimum (see Figure 1.2).

In summary, visualization is an important tool not only in data exploration but also in
the process of building statistical models. Therefore, in this paper we aim at explaining black
boxes with a strong emphasis on visualization.

1.3. Random forests

In this section we focus our attention on one class of predictive black boxes: random forests.
We start by presenting their construction and motivation behind it to then discuss their
properties in more detail. Finally, we address the issue of structure mining in this context
by presenting various measures of importance of explanatory variables included in the model.
Throughout the section we rely heavily on the work of Hastie, Tibshirani and Friedman [5]
and occasionally refer to the original work of Breiman [2] that laid the foundations of random
forests.
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Figure 1.2: The model-�tting process of simulated annealing with 20 random starts. The quality
of the model in any particular time is measured by a clumpiness index that is high when a division
of the data into distinct groups emerges. Red points indicate four highest values. [Source: Wickham,
Cook and Hofman [19], Figure 14.]

1.3.1. Construction of a random forest

Random forest is a collection of trees, each built on a di�erent bootstrap sample of the data,
from which an aggregate prediction is calculated [2]. This de�nition makes it natural to present
the construction of a random forest by �rst discussing its individual elements, decision trees,
and then considering their whole collection.

Decision trees

First, we need to introduce terminology connected to decision trees. In mathematics a tree is
de�ned as an undirected, acyclic and connected graph or, equivalently, an undirected graph
in which any two vertices are connected by exactly one path [10]. In the context of trees the
vertices are called nodes and edges � branches. When it comes to decision trees it is convenient
to use directed trees so that they can be depicted in such a way that on top we have a unique
starting node, referred to as the root, which has only outgoing branches so that consecutive
branches and nodes are below it. If a branch starts at a node the latter is called a parent

and the node to which the branch points is called a daughter. Nodes without daughters are
referred to as leaves.

A decision tree is a model that partitions the p-dimensional space generated by predictors
into L hypercubes Rl for l = 1, 2, . . . , L called decision regions and �ts a simple model of Y
(such as a constant) on each of them separately. Thus, the model has the following form2:

f(x) =

L∑
l=1

cl1(x ∈ Rl), (1.7)

where cl is some constant,
⋃L

l=1Rl = Rp and Rl ∩ Rk = ∅ for all l 6= k. This model can be

2For a multi-class classi�cation problem the notation is slightly di�erent � instead of E(Y |X) = f(X) we
write E(Y = k|X) = fk(X) for k = 1, 2, . . . ,K corresponding to the K possible values of Y so in (1.7) the
constant is indexed over both l and k.
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characterized by a tree: each node that is not a leaf corresponds to a hyperplane perpendicular
to the axis of one of the predictors that divides the hypercube in two. In other words, at
every non-terminal node one predictor is chosen according to which the remaining subset
of observations is split (at the root we split the whole training sample). This concept is
illustrated in Figure 1.3.

Figure 1.3: Decision tree (left) and corresponding decision regions (right) for a 3-class classi�cation
problem on the iris data. The tree is meant to predict the Species of iris �owers using their sepal
length and sepal width (both measured in centimeters). The tree has 9 nodes � 5 of them are leaves
corresponding to decision regions. Each node is marked by: the name of the majority class, fractions
that quantify the distribution of classes in the rectangle split by the node and the percentage of all
observations contained in this rectangle. Labels of regions correspond to labels of nodes and, since
not only leaves are labeled, these are not consecutive integers. [Source: own research.]

It is worth noting that we only consider binary partitions that correspond to trees such
that at most two branches can start at any of the nodes. This is because splitting each node
into more than two groups at each stage fragments the data too quickly and is thus not a
good general strategy [5]. Also, as a series of binary splits can lead to the same partitioning
as a multiway split, the latter can be de facto present if really needed.

We discussed how a decision tree looks like and next we will explain how to grow it, i.e.
how to �t it to the data. To do this we follow the CART (classi�cation and regression trees)
methodology for growing trees. First, assume that we already have a partition of the predictor
space into L regions R1, R2, . . . , RL, each corresponding to one of the terminal nodes of our
tree. In the case of regression we �nd the constants in equation (1.7) by minimizing the sum
of squares

∑
(yi − ŷi)2, with the prediction given by f(X). Naturally, in region Rl the best

estimate of ŷi is just the average of yi:

ĉl =
1

Nl

∑
i:xi∈Rl

yi, (1.8)
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where Nl = |{i : xi ∈ Rl}| is the number of observations in region Rl. In the case of
classi�cation in order to minimize the number of misclassi�ed observations, we classify all
observations from region Rl to the majority class k(l) = arg maxk p̂lk, where p̂lk is the estimate
of E(Y = k|X), i.e. the proportion of observations in leave l that belong to class k:

p̂lk =
1

Nl

∑
i:xi∈Rl

1(yi = k). (1.9)

Now we return to the question of how to �nd the best binary partition of the predictor
space. We start at the root (with all the data) and consider splitting it on variable Xj at the
split point s which de�nes a pair of half-planes corresponding to the left and right daughter
of the root3:

RL(j, s) = {X : Xj ≤ s}, RR(j, s) = {X : Xj > s}. (1.10)

We pick Xj and s such that they solve:

min
j,s

[
min
cL

NLQL(T ) + min
cR

NRQR(T )

]
, (1.11)

where Ql(T ) measures the impurity of node l and is weighted by the number of observations in
this node. In general, Ql(T ) should measure how di�erent are observations in node l as we are
interested in �nding such a split that each node contains observations as similar as possible
so predicting the same value of response for them as in equation (1.7) will be accurate. In
practice di�erent measures of node impurity can be used and we need to select one suitable
to our problem. For regression one usually uses the sum of squares:

Ql(T ) =
1

Nl

∑
i:xi∈Rl

(yi − ĉl)2. (1.12)

As a result, the inner minimization problems given in (1.11) are solved by averages of the
response in both of the nodes as discussed before. The outer minimization can then be easily
solved as follows: we scan through Xj for j = 1, 2, . . . , p and for each variable �nd the optimal
split s to then determine the best pair (j, s). After �nding the best split at the root we repeat
the above procedure to its daughters using their subsets of our sample and so on.

In the case of classi�cation one usually uses one of the following node impurity measures:

• misclassi�cation error: 1
Nl

∑
i:xi∈Rl

1(yi 6= k(l)) = 1− p̂lk(l),

• Gini index:
∑

k 6=k′ p̂lkp̂lk′ =
∑K

k=1 p̂lk(1− p̂lk),

• cross-entropy or deviance: −
∑K

k=1 p̂lk log p̂lk.

The above measures are all similar except for the fact that the misclassi�cation error is not
di�erentiable so may be problematic when it comes to numerical optimization. In the end,
the inner optimization problems are solved by (1.9) and to solve (1.11) we proceed as in the
regression case.

3Note that this approach works only when the values of predictor Xj have a natural order, i.e. are either
quantitative or qualitative and ordinal. Otherwise, inequalities with Xj are meaningless so we de�ne the
half-planes in (1.10) in the following way: R1(j, C) = {X : Xj ∈ C} and R2(j, C) = {X : Xj /∈ C} for C ⊂ C,
where C is the set of values taken by Xj . Of course, there are 2|C|−1 − 1 possible partitions of the set C into
C and Cc so the computations become prohibitive for large |C|.
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A committee of trees

The main advantage of decision trees is that they can capture complex nonlinear relations
found in the data due to their hierarchical structure � the split of a set of observations in one
node is conditional on all splits occurring before, which is equivalent to modelling composite
interactions. If grown su�ciently deep (i.e., such that each region of the predictor space
contains observations with the same or very similar values of yi) trees produce estimates with
low bias but high variance, as the structure of a tree is very sensitive to minor changes in the
data [5].

Consequently, decision trees are natural candidates for averaging that could reduce vari-
ance and at the same time keep bias low. Bagging or bootstrap aggregation is designed to do
just that: after drawing B bootstrap samples Z∗b of our training data (i.e., samples of the
same size as our data that are drawn uniformly with replacement) we grow a tree f∗b on each
of them and aggregate the result by taking the average in the case of regression and deciding
by a majority vote in the case of classi�cation. As all trees are identically distributed the
expectation of any one of them is the same as the expectation of their average, so bagging
does not increase bias. The remaining question is whether it reduces the variance.

If the prediction of tree f∗b is a random variable Tb and T1, T2, . . . , TB are identically
distributed with variance σ2 and the correlation between any two of them ρ := Cov(Ti, Tj)/σ

2

(for i 6= j) is positive, the variance of their average is equal to:

Var

(
1

B

B∑
b=1

Tb

)
=

1

B2

BVar(T1) +
∑
i 6=j

Cov(Ti, Tj)


=

1

B2

Bσ2 +
B∑
i=1

B∑
j 6=i

ρ
√

Var(Ti) Var(Tj)


=

1

B2

(
Bσ2 +B(B − 1)ρσ2

)
= ρσ2 +

1− ρ
B

σ2. (1.13)

Thus, even as B goes to in�nity and the second term disappears the variance of our estimator
is determined by the size of correlation between bagged trees. Therefore, further variance
reduction can be achieved by reducing the correlation between trees in such a way that this
is not o�set by the increase in their individual variance. This idea is implemented in random
forests that use the following modi�cation of bagging decision trees: when �nding the optimal
split at a given node we only consider a random subset of predictors. We can summarize the
algorithm of growing a random forest as follows4:

1. Draw a bootstrap sample Z∗b of size n from the training sample Z.

2. Grow a decision tree Tb on the bootstrap sample by repeating the following steps for
each node starting at the root until the terminal nodes contain observations with as
similar values of yi as possible:

(a) Draw independently and uniformly r out of p predictors, where r � p.

(b) For each selected variable �nd the best split point.

(c) Split the node into two daughter nodes using such variable and its optimal split
that impurity of new nodes is lowest.

4It is worth noting that although in this paper we only consider regression and classi�cation problems,
random forests are also used in survival analysis where they are called random survival forests [9].
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3. Repeat steps 1. and 2. for b = 1, 2, . . . , B producing the ensemble of tees {Tb}Bb=1.

4. Using predictions of individual trees predict the response for a new observation x:

Regression: ŷ = 1
B

∑B
b=1 Tb(x),

Classi�cation: ŷ = majority vote{Tb(x)}Bb=1.

In practice, random forests to some extent reduce the variance of noisy estimates obtained
by decision trees while keeping the bias relatively low. Even more importantly, they are very
simple to use as they only require two tuning parameters r and B � the choice of the latter
does not change much as long as it is su�ciently big (see section 1.3.2). The other one is
usually set by default to bp/3c for regression and b√pc for classi�cation [5].

1.3.2. Analysis using random forests

Summary statistics

Due to their structure random forests provide summary statistics at three levels [19]:

1. Tree-level: as each tree is grown on its own bootstrap sample Z∗b it has its own test set
called the out-of-bag (OOB) sample5 composed of observations that were not selected
into Z∗b. Using the OOB sample for each tree we can compute an unbiased estimate
of our prediction error that is almost identical to the one obtained by n-fold cross-
validation [5] so this additional procedure is no longer necessary. Also, we can grow the
trees of our forest until this error stabilizes meaning that B is su�ciently big.

2. Variable-level: we can asses the importance of each predictor by randomly permuting it
and observing the drop in accuracy of prediction of the forest.

3. Observation-level: for each observation the forest produces a distribution of predictions
across all its trees so that we can identify observations for which prediction was unusually
hard or easy as measured by how many trees predicted the response correctly.

These statistics make random forests interesting subjects of structure mining as one can come
up with dedicated techniques of knowledge extraction exploiting the structure of a forest and
not just rely on the general approaches presented in section 1.2 � the "box" is not that "black"
after all. In particular, we will discuss the variable-level summary statistics in greater detail
in section 1.3.3.

Missing data

When it comes to missing data, random forests (and decision trees in general) o�er two
approaches in addition to the usual ones of either discarding observations that have missing
values or �lling in those values (e.g., with the mean for quantitative, median for qualitative
and ordinal, and mode for multinomial variables). The �rst approach is to create a separate
category "missing value" so this information can be used for splitting. Of course, this is only

5Observe that on average around one third of the sample is not selected to the bootstrap sample [10]. This
stems from a simple calculation: we independently draw n observations from an n-element sample and if n is
large enough we use the following approximation:

P((xi, yi) /∈ Z∗b) =

(
1− 1

n

)n
n→∞−−−−→ 1

e
≈ 0.368.
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possible for qualitative variables but its combination with data imputation could be used for
quantitative ones as well: we could �ll in the missing values using the mean and create a
separate binary variable that points to the observations that had those values missing and
include it as an additional predictor.

The second approach, distinctive for tree-based models, is to use surrogate splits whenever
a value of the split variable is missing for an observation. Consider a split of variable Xj at the
value sj � if the value of Xj is missing for an observation i we choose another predictor Xj′ and
its split point sj′ such that this new (surrogate) split best mimics the original one. Note that
we can form an ordered list of surrogate splits for each node in case more predictor values
are missing for some observations. To sum up, this approach exploits correlation between
predictors to make up for missing data so it will work best when this correlation is indeed
high.

Imbalanced data

Another issue that may arise when using random forests concerns classi�cation problems on
imbalanced data meaning that at least one of the categories of the response variable is observed
only for a small number of observations. This is quite common in applications and is often
accompanied by the need of correct classi�cation of the rare event (e.g., predicting default or
fraud) which may not even appear in many bootstrap samples to which we �t decision trees
when building a forest so we may observe a bias in prediction towards more-common classes.
Moreover, the algorithm treats all misclassi�cations the same, whereas in such cases we are
often mainly interested in correct classi�cation of the rare category.

In [4] Chen, Liaw and Breiman propose two ways of dealing with imbalanced data:

1. Weighted random forest (WRF) places a heavier penalty on misclassifying the minority
class � we assign a weight to each class (a larger one is given to the rare one) to then
use them to weight the Gini criterion used for �nding splits and �nally to weight the
shares of each class at terminal nodes to determine prediction of a tree.

2. Balanced random forest (BRF) modi�es the way of forming the bootstrap sample in the
following way: a bootstrap sample is drawn from the minority case and then the same
number of cases is drawn from the majority case. This is an implementation of such
down-sampling (i.e., reducing the size of the majority class in the bootstrap sample)
that no information is lost as all observations from the majority class can appear in the
bootstrap sample.

The authors corroborate the usefulness of the above methods with experiments on various
data sets and both performed better than most other methods considered but none was found
to be unequivocally superior [16].

1.3.3. Importance of variables in a forest

In this paper we aim at explaining the structure of a random forest with a particular em-
phasis on the importance of variables. We recognize the fact that in applications it is often
critical to point to the variables that drive our prediction (otherwise it could be discarded
as untrustworthy, see detailed discussion in [13]). To rise to this challenge we �rst review
existing approaches of measuring variable importance in a random forest.
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Perturbation of predictors

The �rst approach to assessing importance of predictors in a random forest was proposed by
Breiman in his paper [2] introducing the method and is still widely used today. It adopts the
idea that if a variable plays a role in predicting our response, then perturbing it on the OOB
sample should decrease prediction accuracy of our forest on this sample. Therefore, taking
each variable in turn, one can perturb its values and calculate the resulting average decrease
of predictive accuracy of the trees � such a measure is sometimes referred to as VIMP, which
stands for variable importance.

Since the �rst was introduced, two additional methods of permuting a predictor Xj have
been proposed and together with Breiman's approach6 they form the following list:

(A) Permutation of the input � the values of Xj in the OOB sample are randomly permuted.

(B) Random node assignment � in each tree to assign the terminal value for an observation
follow split rules of the tree and if a split on Xj occurs than with equal probabilities
choose the left or right daughter of this split.

(C) Opposite node assignment � proceed similarly as in (B) but instead of randomly assigning
the left or right daughter choose the opposite one than would be normally chosen based
on the value of Xj for this observation.

All of the above measures are implemented in R: (A) is available in the benchmark package
randomForest, whereas the newer package randomForestSRC allows for choosing among all
three perturbation methods. However, there are not a lot of theoretical results on the topic
� some are given in [7] in the case of regression and for method (B) modi�ed in the following
way: if a split on Xj occurs than a random daughter is assigned not only at this split but
also for all subsequent ones even if they do not use Xj . The authors of the paper note that
this is similar to methods (A)-(C) because for all four methods VIMP is directly a�ected by
the location of the �rst split on Xj . On the other hand, the modi�cation di�ers substantially
from (A)-(C) importance measures as neither of them would be a�ected by an early split on
a non-informative Xj that was selected for the split only due to chance as no informative
predictor was selected to the r variables considered for the split. Nevertheless, the results
presented in [7] are instructive, in particular the authors prove that nodes closer to the root
contribute more to prediction error � this motivates the usefulness ofminimal depth, a measure
of variable importance introduced in the next point.

Generally, perturbation of inputs as a measure of variable importance in random forests
has been widely criticized in the literature [1]. Most notably, when it comes to qualitative
predictors, VIMP measures are biased in favor of those that can take more categories. The
authors of [17], who corroborate this criticism with simulations, ascribe this bias partly to the
CART algorithm of growing trees � as a solution they propose building random forests using
conditional inference trees [6] and incorporating a bias-correction into VIMP calculations
(they implement this approach in the R package cforest).

Minimal depth

As mentioned before, variables used for splitting close to the root tend to be important as
measured by VIMP. This has been proven in [7] using the concept of maximal subtrees, de�ned
as follows: for each predictor Xj we call TXj an Xj-subtree of our tree T if the root of TXj is

6The Breiman's approach is sometimes called the Breiman-Cutler permutation VIMP.
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split using Xj . TXj is a maximal Xj-subtree if it is not a subtree of a larger TXj -subtree. We
illustrate this concept in Figure 1.4.

X1

R1 X2

R2 X1

R3 R4

X2

X3

R1 R2

X1

R3 X1

R4 R5

X2

X2

R1 X1

R2 R3

X1

R4 X3

R5 R6

Figure 1.4: Illustration of the concept of maximal subtrees. Maximal X1-subtrees are highlighted
in blue. In the �rst tree X1 splits the root so the maximal X1-subtree is the whole tree. In the second
tree the maximal X1-subtree contains an X1-subtree that is not maximal. In the third tree there are
two maximal X1-subtrees from which one is closer to the root than the other. [Source: own research.]

Maximal subtrees are a useful tool in exploring random forests; looking at how close they
are to the root of a tree can help in assessing importance of a given variable. This approach
has been developed in [8] and, in contrast to perturbation of inputs, aims at exploring the
structure of the forest instead of treating it like an impenetrable black box7.

The �rst-order statistic for a maximal subtree measures the distance (measured by the
number of edges) from the root of the whole tree to the closest root of a maximal Xj-subtree
for a given Xj . This is denoted as DXj and we call it the minimal depth of Xj in the tree.
DXj = d means that Xj is used for splitting for the �rst time at a node that is d edges away
from the root. Obviously, DXj is nonnegative and can be at most equal to the depth of the
tree, de�ned as the maximal distance between its root and any terminal node. The idea of
using minimal depth as a measure of variable importance comes from the observation that
nodes closer to the root contain on average more observations than the ones further away. In
other words, variables used for splitting high in the tree more often divide big parts of the
population and thus play a greater role in sorting the observations.

Minimal depth is a random variable with known distribution derived in [8]. Let D(T ) ≥ 1
be the (�xed) depth of tree T and assume that ld, the number of nodes at depth d, is equal
to 2d for all d = 1, 2, . . . , D(T ) (this is a restrictive assumption so relaxing it leads to slightly
di�erent results, see [8]). Then

P(DXj = d) =

[
d−1∏
i=0

(1− πXj ,iθXj ,i)
li

]
[1− (1− πXj ,dθXj ,d)ld ], 0 ≤ d ≤ D(T )− 1, (1.14)

where

• πXj ,i := πXj ,i(t) and θXj ,i := θXj ,i(t) depend only on the depth of the node t,

7Note that according to the division mentioned in section 1.2 up until now we only discussed pedagogical
methods of structure mining, whereas exploring maximal subtrees is an inherently decompositional method,
as it decomposes the forest into trees and examines maximal subtrees in each of them.
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• πXj ,i(t) is the probability that Xj is selected as one of the r candidates for splitting
node t at depth i, assuming there is no maximal Xj-subtree with depth lower than i,

• θXj ,i(t) is the probability that Xj splits the node t with depth i, assuming that Xj is a
candidate for splitting t and there is no maximal Xj-subtree with depth lower than i.

It is important to realize that the sum of probabilities (1.14) over d is bounded between 0 and
1 but does not equal 1 when no maximal Xj-subtree exists. In such a case we set DXj to the
depth of the tree:

P(DXj = D(T )) = 1−
D(T )−1∑
d=1

P(DXj = d). (1.15)

Now we can easily calculate the minimal depth of variables X1, X2, X3 in trees presented in
Figure 1.4:

• X1 has minimal depth 0 in the �rst tree and 1 in the others,

• X2 has minimal depth 1 in the �rst tree and 0 in the others,

• X3 is not used for splitting in the �rst tree so its minimal depth there is 3, it is equal
to 1 in the second tree and 2 in the third.

It must be remembered that the concept of minimal depth strongly relies on the existence of
maximal subtrees with respect to predictors whose importance we want to measure. Therefore,
in problems with small n and big p we observe a "ceiling e�ect" of minimal depth as the trees
cannot be grown deep enough to su�ciently di�erentiate the statistic between variables8.

Node impurity

The third popular approach to measuring variable importance in random forests is based on
node impurity measures that are used for growing trees (see section 1.3.1). Recall that at
each split potential improvement of node purity is calculated for all candidate variables and
we select for splitting the one which maximizes this improvement. Therefore, we can measure
importance of each predictor by calculating its improvement in the split-criterion accumulated
over all trees. This idea is easily implemented as one only needs to store the information on
node purity calculated in the tree-growing process and aggregate it for each predictor.

In the case of classi�cation problems, in which Gini index is the most widely used impurity
measure, many studies found that measuring variable importance with this index induces bias
in cases where the values of a predictor cluster into well separated groups regardless of whether
the predictor is qualitative of quantitative [1]. Some procedures of correcting this bias have
been proposed: e.g., permutation importance (PIMP) which normalizes the biased importance
measure using a permutation test and additionally reports a p-value for each variable (see [1]).

8One solution to this issue has been proposed in [8]: RSF-Variable Hunting, which is a regularized algorithm
for random survival forests.
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Chapter 2

Functionality of the R package

randomForestExplainer

In this chapter I introduce my new R package randomForestExplainer devoted to exploring
importance of variables in a random forest. The package is designed for forests built with
the randomForest package, which I consider the most popular implementation of the random
forest algorithm. Functionality of my package is mainly concerned with visualization and for
that purpose it uses ggplot2 and two other packages that build upon it: GGally and ggrepel.
For data processing and aggregation I use data.table, dplyr, dtplyr, DT and reshape2.
Finally, for creating automatic summaries of forests in the form of HTML documents I use
rmarkdown.

Each section of this chapter is devoted to discussing a di�erent functionality of the pack-
age1. Every section starts with general ideas that I implement, then lists the functions to
�nally describe in detail how they work. For brevity I present my functions using pseudocode
� the R code can be found in the online repository of the package2. I divide most of my
functions into three groups:

1. Data-generating � the function takes as its main argument a randomForest object and
returns data that are potentially useful to the user, e.g. importance measures.

2. Plotting � the function takes as its main argument a result of some data-generating
function and plots it using ggplot2.

3. Auxiliary � the function is a building block of a function from group 1. or 2. and is not
directly available to users of the package.

Note that this division separates data from plots so when the user wants to visualize some
result, she usually has to generate appropriate data �rst. This may seem onerous, but it is
useful as the user only needs to generate the data once (and for large random forests this may
be time-consuming) to then plot it multiple times while adjusting graphical parameters.

Apart from describing how the functions work I illustrate the plotting ones using a ran-
dom forest build on the iris data that predicts the Species of an iris �ower using its four
numerical characteristics: sepal and petal length and width. I grow the forest using the
randomForest::randomForest function with option localImp set to TRUE.

1The division into sections corresponds to the division of R code that makes up randomForestExplainer

into separate �les.
2See https://github.com/geneticsMiNIng/BlackBoxOpener/tree/master/randomForestExplainer.

23

https://github.com/geneticsMiNIng/BlackBoxOpener/tree/master/randomForestExplainer


2.1. Minimal depth distribution

In section 1.3.3 I introduced the concept of minimal depth and discussed its usefulness. In
practice, calculating minimal depth is implemented in the randomForestSRC package, which in
addition to what randomForest does allows for building random survival forests. To compare
variables, mean minimal depth over all trees is calculated, leading to a ranking of predictors
from lowest (best) to highest (worst) mean minimal depth.

In my opinion looking only at the mean is not always su�cient and there is much to be
gained from analyzing the whole distribution of minimal depth. I implement this idea in
randomForestExplainer using the following functions:

(1) calculate_tree_depth (auxiliary) takes a data frame describing a single decision tree
and adds to it information about depth of each node,

(2) min_depth_distribution (data-generating) for each tree in a forest the function com-
putes depth of predictors using (1), gathers results for all trees in one data frame and
computes the minimum of depth of each variable in each tree,

(3) min_depth_count (auxiliary) takes the result of (2) and counts the instances of each
minimal depth for each variable and the number of trees in which each variable occurred;
it also computes the mean tree depth in the forest,

(4) get_min_depth_means (auxiliary) takes results of (2) and (3), and calculates mean
minimal depth for each variable in one of three possible ways speci�ed by the user,

(5) plot_min_depth_distribution (plotting) takes the result of (2) to plot the discrete
distribution of minimal depth obtained with (3) for a certain number of variables with
the lowest mean minimal depth as given by (4); mean values are also added to the plot.

In this section I describe each of the above functions in turn.

2.1.1. Calculate the distribution

Let forest be my random forest produced by the package randomForest with option localImp
= TRUE. To get a data frame with split information on the b-th tree, where variables are coded
with their labels instead of numbers, I use the function randomForest::getTree(forest, k

= b, labelVar = TRUE) and store the result in frame.
Each row in frame corresponds to a node in my tree and the �rst two entries point to the

left and right daughter of this node using names of their respective rows; the third entry is the
name of the predictor used for splitting. Conveniently, the rows in frame are ordered in such
a way that daughters are always below their parents. This leads to a very simple construction
of the function calculate_tree_depth described in Algorithm 2.1.

Algorithm 2.1: Calculating depth of nodes in a single tree

Function: calculate_tree_depth(frame)

let r ← number of rows of frame

let depth ← vector of length r
let depth[1] ← 0
for i = 2, 3, . . . , r

begin

find j such that: left daughter[j] = i or right daughter[j] = i
let depth[i] ← depth[j] + 1

end
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Return: frame with depth as a new column

Once I am able to calculate depth of nodes in a single tree it is easy to do that for the whole
forest by taking all its trees in turn and applying calculate_tree_depth. Then, for each
tree and predictor used in it for splitting I calculate the minimum of its depth. This simple
procedure is implemented in the function min_depth_distribution described in Algorithm
2.2 � the function takes forest as its argument and returns a data frame with the whole
distribution of minimal depth.

Algorithm 2.2: Calculating minimal depth in every tree of a forest

Function: min_depth_distribution(forest)

let forest_table ← empty data frame

for b = 1, 2, . . . , B
begin

let frame ← getTree(forest, k = b, labelVar = TRUE)

add calculate_tree_depth(frame) to forest_table

end

group forest_table by: tree, split variable

let min_depth_frame ← min(depth) in each group

Return: min_depth_frame

To prepare the data frame min_depth_frame containing the distribution for plotting and
averaging, I use the function min_depth_count (Algorithm 2.3) that returns a list with three
elements: a data frame with frequency counts of each minimal depth for each variable, a data
frame that for each variable gives the number of trees in which it was used for splitting and
the mean depth of a tree in the forest.

Algorithm 2.3: Count the trees in which each variable had a given minimal depth

Function: min_depth_count(min_depth_frame)

/* Count instances of each minimal depth */

group min_depth_frame by: variable, minimal_depth

let min_depth_count ← count observations in each group

/* Count number of trees in which each variable occured */

group min_depth_count by: variable

let occurrences ← sum(count) in each group

/* Calculate mean depth of a tree */

group min_depth_frame by: tree

let mean_tree_depth ← mean[max(minimal_depth) + 1 in each group]

Return: list of min_depth_count, occurrences, mean_tree_depth

2.1.2. Mean minimal depth

Although my main goal in this section is to look at the whole distribution of minimal depth,
calculating its mean is useful as it gives a simple ranking of variables. Such a ranking can be
used for selecting the subset of variables of which the minimal depth distribution we wish to
plot. Moreover, while considering the whole distribution, I should also look at the means to
see whether they indeed provide insu�cient information about my variables.

I propose two ways of calculating mean minimal depth in addition to the one described
in section 1.3.3. All three approaches di�er in he way they treat missing values that appear
when a variable is not used for splitting in a tree. They can be described as follows:
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(I) Filling missing values: the minimal depth of a variable in a tree that does not use it for
splitting is equal to the mean depth of trees3 in the forest [8].

(II) Restricting the sample: to calculate the mean minimal depth only B̃ out of B observa-
tions are considered, where B̃ is equal to the maximum number of trees in which any
variable was used for splitting. Remaining missing values for variables that were used
for splitting less than B̃ times are �lled in as in (I).

(III) Ignoring missing values: mean minimal depth is calculated using only non-missing val-
ues.

Obviously, the results obtained using each of those approaches di�er whenever many values
are missing. One notable example of this occurs when the data contain many variables but
few observations (large p, small n) as this leads to shallow trees, each using only a fraction of
all p variables for splitting.

The main advantage of calculating mean minimal depth using (I) is the fact that it in-
creases the mean for variables that are not frequently used for splitting. However, when the
majority of values are missing the means will be strongly pulled towards mean depth of trees
in the forest leading to small variability of the mean between predictors and problems with
interpretation of these in�ated values (in section 1.3.3 I referred to this as the "ceiling e�ect").
The second approach aims at reducing this e�ect by imputing only as many observations as
necessary to use samples of the same size for all variables to compute the mean. One drawback
of both (I) and (II) is that the value used for �lling missing values is somewhat arti�cial.

Finally, approach (III) to calculating mean minimal depth only uses available observations
and discards missing data. This removes the concern of �lling missing values with something
that is not really variable depth and therefore distorts interpretability of the mean. However,
a major drawback of this approach is that low values of mean minimal depth obtained in this
way do not necessarily mean that a variable is important. On the contrary: when a variable is
used for splitting only once in a forest and this happens at the root (e.g. because no important
variables were selected as candidates for the split) its mean minimal depth will be equal to
zero, the lowest possible value.

In my opinion each of the three methods may be useful in applications so whenever I
calculate the minimal depth I ask the user to specify the parameter mean_sample as equal
to one of the following: "all_trees", "top_trees", "relevant_trees" corresponding to
methods (I), (II) and (III) (I set "top_trees" as the default).

After obtaining min_depth_frame using the function min_depth_distribution and sav-
ing the result of min_depth_count as count_list I need to calculate means of minimal depth
of my variables as described above. To do this I create the function get_min_depth_means

described in Algorithm 2.4.

Algorithm 2.4: Calculate means of minimal depth in one of three ways

Function: get_min_depth_means(min_depth_frame, count_list, mean_sample)

if mean_sample = "all_trees"

begin

for j such that: minimal_depth[j] is missing

begin

let minimal_depth[j] ← mean_tree_depth

end

3Note that the depth of a tree is equal to the length of the longest path from root to leave in this tree.
This equals the maximum depth of a variable in this tree plus one, as leaves are by de�nition not split by any
variable.
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group min_depth_frame by: variable

let min_depth_means ← mean(minimal_depth) in each group

end

if mean_sample = "top_trees"

begin

for j such that: minimal_depth[j] is missing

begin

let count[j] ← count[j] − min(count[all j])
let minimal_depth[j] ← mean_tree_depth

end

group min_depth_count by: variable

let min_depth_means ← mean(minimal_depth, weights = count) in each group

end

if mean_sample = "relevant_trees"

begin

for j such that: minimal_depth[j] is missing

begin

remove observation j
end

group min_depth_frame by: variable

let min_depth_means ← mean(minimal_depth) in each group

end

Return: min_depth_means

2.1.3. Plot the distribution

Finally, I create the function plot_min_depth_distribution for plotting the minimal depth
distribution (Algorithm 2.5). Its arguments are:

• min_depth_frame produced by the data-generating function min_depth_distribution,

• k � the maximal number of variables with lowest mean minimal depth to be included
in the plot,

• min_no_of_trees � the minimal number of trees in which a variable has to be used for
splitting to be used for plotting,

• mean_sample � the type of sample on which to calculate mean minimal depth,

• mean_scale � logical: should the mean minimal depth be rescaled so that its minimum
and maximum are equal to 0 and 1, respectively?

• mean_round � integer: number of digits to which the displayed mean minimal depth
should be rounded,

• main � the title of the plot.

The function plots the discrete distribution of minimal depth for at most k variables with
lowest mean minimal and in addition displays this statistic (see Figure 2.1). As I mentioned
before, in some applications it might be the case that the minimal depth distribution is
dominated by missing values. Then, including missing values in the plot could obscure the
rest of the distribution. To avoid that for each variable we only plot the number of missing
values in addition to the minimal number of missing values (B − B̃).
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Algorithm 2.5: Plot the distribution of minimal depth

Function: plot_min_depth_distribution(min_depth_frame, k, min_no_of_trees,

mean_sample, mean_scale, mean_round, main)

let count_list ← min_depth_count(min_depth_frame)

let min_depth_means ← get_min_depth_means(min_depth_frame, count_list, mean_sample)

let data ← min_depth_count with means from min_depth_means

/* Subtract B − B̃ from missing values count */

for j such that: minimal_depth[j] is missing

begin

let count[j] ← count[j] − min(count[all j])
end

/* Rescale means of minimal depth */

if mean_scale = TRUE

begin

let mean_minimal_depth ← mean_minimal_depth− min(mean_minimal_depth)

max(mean_minimal_depth)− min(mean_minimal_depth)
end

/* Keep variables that appeared often enough */

for j such that: no_of_occurrences[j] < min_no_of_trees

begin

remove observation j
end

/* Select k best variables */

order data with increasing mean_minimal_depth

keep at most k first rows of data

Plot: y-axis: variable, x-axis: count, color: minimal_depth

add labels with mean_minimal_depth rounded to mean_round digits

add main as title

Figure 2.1: The distribution of minimal depth for the iris forest with min_depth_frame as
main argument, main = NULL and remaining parameters set to their default values: k = 10,
min_no_of_trees = 0, mean_sample = "top_trees", mean_scale = FALSE, mean_round =
2. [Source: own research.]

28



2.2. Variable importance

In this section I introduce the part of randomForestExplainer functionality that calculates
and plots various variable importance measures using the following functions:

(1) measure_importance (data-generating) takes forest and generates a data frame con-
taining various variable importance measures,

(2) important_variables takes the result of (1) and returns names of up to k top variables
according to the sum of rankings based on speci�ed importance measures,

(3) plot_multi_way_importance (plotting) takes the result of (1) and plots two or three
variable importance measures against each other (two corresponding to y and x coordi-
nates and the optional third to the size or color of points),

(4) plot_importance_ggpairs (plotting) takes the result of (1) and plots all pairs of se-
lected variable importance measures against each other,

(5) plot_importance_rankings (plotting) takes the result of (1) and plots all pairs of
rankings based on selected variable importance measures against each other.

First, I need to calculate various variable importance measures. In Algorithm 2.6 I describe
the function measure_importance that takes our forest, gathers split information on all its
trees in a forest_table and calculates the following importance measures for each variable
Xj :

(a) accuracy_decrease (classi�cation) � mean decrease of prediction accuracy after Xj is
permuted,

(b) gini_decrease (classi�cation) � mean decrease in the Gini index of node impurity (i.e.
increase of node purity) by splits on Xj ,

(c) mse_increase (regression) � mean increase of mean squared error after Xj is permuted,

(d) node_purity_increase (regression) � mean node purity increase by splits on Xj , as
measured by the decrease in sum of squares,

(e) mean_minimal_depth � mean minimal depth calculated in one of three ways speci�ed
by the parameter mean_sample, as described in section 2.1.2,

(f) no_of_trees � total number of trees in which a split on Xj occurs,

(g) no_of_nodes � total number of nodes that use Xj for splitting (it is usually equal to
no_of_trees if trees are shallow),

(h) times_a_root � total number of trees in which Xj is used for splitting the root node
(i.e., the whole sample is divided into two based on the value of Xj),

(i) p_value � p-value for the one-sided binomial test using the following distribution:

Bin(no_of_nodes, P(node splits on Xj)), (2.1)

where I calculate the probability of split on Xj as if Xj was uniformly drawn from the
r candidate variables

P(node splits on Xj) = P(Xj is a candidate) · P(Xj is selected) =
r

p
· 1

r
=

1

p
. (2.2)
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This test tells me whether the observed number of successes (number of nodes in which
Xj was used for splitting) exceeds the theoretical number of successes if they were
random (i.e. following the binomial distribution (2.1)).

Measures (a)-(d) are calculated by the randomForest package (see [12]) so need only to be
extracted from my forest object if option localImp = TRUE was used for growing the forest
(I assume this is the case). Note that measures (a) and (c) are based on the decrease in
predictive accuracy of the forest after perturbation of the variable, (b) and (d) are based on
changes in node purity after splits on the variable and (e)-(i) are based on the structure of
the forest.

Algorithm 2.6: Calculate variable importance measures

Function: measure_importance(forest, mean_sample)

/* Extract randomForest importance measures */

if forest type = "classification"

begin

let accuracy_decrease ← MeanDecreaseAccuracy from forest importance

let gini_decrease ← MeanDecreaseGini from forest importance

let vimp_frame ← accuracy_decrease and gini_decrease

end

if forest type = "regression"

begin

let mse_increase ← %IncMSE from forest importance

let node_purity_increase ← IncNodePurity from forest importance

let vimp_frame ← mse_increase and node_purity_increase

end

/* Calculate structure importance measures */

let forest_table ← empty data frame

for b = 1, 2, . . . , B
begin

let frame ← getTree(forest, k = b, labelVar = TRUE)

add calculate_tree_depth(frame) to forest_table

end

group forest_table by: tree, split variable

let min_depth_frame ← min(depth) in each group

min_depth ← get_min_depth_means(min_depth_frame, min_depth_count(min_depth_frame),

mean_sample)

group forest_table by: split variable

let no_of_nodes ← count observations in each group

group min_depth_frame by: variable

let no_of_trees ← count observations in each group

/* Calculate p-value */

let p_value ← p-value of right-sided binomial test:

number of successes: no_of_nodes

number of trials: sum(no_of_nodes)

probability of success: 1/p
Return: data frame with vimp_frame, min_depth, no_of_nodes, no_of_trees, p_value

After calculating all variable importance measures I might be interested in �nding a num-
ber of top variables according to one or more of those measures (e.g., to restrict further analysis
to this subset of variables). I propose a simple solution of doing that: selecting variables with
the lowest sum of rankings (index), each based on one of the importance measures of interest.
This is implemented in the function important_variables (Algorithm 2.7) that takes as its
argument the result of measure_importance, a vector of importance measures to be used,

30



the number of top variables to select and a ties_action parameter. The last speci�es which
variables should be selected if a problematic tie occurs, i.e. when the k-th top variable has
sum of rankings q and this is equal to that of the k+1-th variable. Three possible values of
this parameter are:

• none � no variable with index=q is included in the result so it may be shorter than k,

• all � all variables with index=q are included in the result so it may be longer than k,

• draw � a uniformly drawn subset of variables with index=q appears in the result so it
will be exactly of length k.

Algorithm 2.7: Select k most important variables in a forest

Function: important_variables(importance_frame, k, measures, ties_action)

let rankings ← rank variables according to measures

let index ← sum(rankings)

let vars ← min(k, p) variables with lowest index

let q ← index[j] for j such that: index[j] = max(index[l ∈ vars])

if [#(j such that: index[j] = q) > 1] and [#(j such that: index[j] ≤ q) > k]

begin

if ties_action = "none" then let vars ← j such that: index[j] < q
if ties_action = "all" then let vars ← j such that: index[j] ≤ q
if ties_action = "draw"

begin

let vars ← j such that: index[j] < q
add to vars: uniformly draw k−#(vars) j's such that: index[j] = q
end

end

Return: vars (a vector of variable names)

Figure 2.2: The multi-way importance plot for the iris forest with importance_frame as
main argument, size_measure = "accuracy_decrease", main = NULL and the remaining parame-
ters set to their default values: x_measure = "mean_min_depth", y_measure = "times_a_root",

min_no_of_trees = 0, no_of_labels = 10. [Source: own research.]

Regardless of the type of my random forest, the result of measure_importance contains
seven importance measures for the predictors, which opens a lot of possibilities for visual-
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ization. I propose three plotting functions in turn � in all of them, in addition to tuning
parameters discussed below, the user can supply a character string main to be used as title.

The �rst plotting function produces what I call a multi-way importance plot that shows
three selected measures using a scatter plot with size or color of points varying according to
the third measure (see Figure 2.2). The corresponding function plot_multi_way_importance

takes the following parameters:

• importance_frame � the result of measure_importance,

• x_measure, y_measure, size_measure � each is a string containing one of importance
measures contained in importance_frame; size_measure is optional,

• min_no_of_trees � the minimal number of trees in which a variable has to be used for
splitting to appear in the plot,

• no_of_labels � the number of top variables, according to all measures plotted, to be
labeled (we allow for more labels in case of ties).

The resulting plot is slightly di�erent depending on which measures are being plotted. If
no_of_nodes, no_of_trees or times_a_root are used as either x_measure or y_measure the
corresponding axis uses the square root scale so that di�erences in high values are clearly
visible (as these are usually the most interesting). When it comes to size_measure: if it
is set to mean_min_depth its scale is reversed so that bigger points correspond to smaller
values (as variables with smaller mean minimal depth are considered better). Furthermore,
if p_value is the size_measure, then instead of varying the size of points I vary their color
after turning p_value into a qualitative variable informing of the level of signi�cance at which
each predictor is signi�cant � this modi�cation makes the plot a lot easier to analyze.

Figure 2.3: Pairwise comparisons of importance measures of variables for the iris forest with
importance_frame as main argument, main = NULL and the measures argument set to its default
names(importance_frame)[c(2, 4, 5, 3, 7)]. [Source: own research.]
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The main problem with the multi-way importance plot is that it only shows three mea-
sures at a time and one of them is represented by size (or color) so di�erences in it are
not always clearly visible. To address this issue I propose plotting more measures pairwise
against each other with the function plot_importance_ggpairs that simply uses the function
ggpairs from package GGally to selected measures of importance (argument measures) from
the importance_frame supplied by the user (see Figure 2.3). In addition to scatter plots for
all pairs of importance measures the resulting plot includes pairwise correlation between them
as well as a density plot for each measure.

Finally, if the distribution of an importance measure is atypical (e.g., strongly skewed),
then pairwise scatter plots can be obscure and uninformative as many points will overlap.
An alternative approach is to use rankings of variables with respect to importance measures
instead of raw measures as the former are more or less (depending on the number of ties)
uniformly distributed. I implement this approach in the function plot_importance_rankings

that takes the same arguments as plot_importance_ggpairs but plots rankings of measures
with �tted LOESS curves that are helpful whenever numerous points �ll the whole plot (see
Figure 2.4).

Figure 2.4: Pairwise comparisons of rankings according to importance measures of variables for the
iris forest with importance_frame as main argument, main = NULL and the measures argument
set to its default names(importance_frame)[c(2, 4, 5, 3, 7)]. [Source: own research.]

2.3. Interactions of variables

In this section I present randomForestExplainer functions that investigate the role of inter-
actions of variables in order to �nd the most important ones in the forest. On one hand, the
need for such analysis is pressing as random forests are composed out of trees and decision
trees explore the data precisely through interactions. On the other hand, although I already
gave some ideas of how to analyze single predictors it is much less clear of how to approach
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their interactions. Usually, this is done by adjusting the concept of importance of single vari-
ables such that it would allow for interactions. I do this in the case of minimal depth by
introducing conditional minimal depth. In addition, I examine the prediction of our random
forest for a grid of values of an interaction of two numerical variables. I do this using the
following functions:

(1) conditional_depth (auxilliary) takes a data frame describing a single decision tree
(after depths of nodes have been calculated with calculate_tree_depth), a vector of
conditioning variables and returns the data frame with information on depth of nodes
conditional on each of the conditioning variables,

(2) min_depth_interactions_values (auxilliary) takes a random forest, a vector of condi-
tioning variables and uses (1) to compute conditional depth in the whole forest to then
calculate the minimum for each variable in each tree and return it in a list together with
mean depths of maximal subtrees with respect to each conditioning variable,

(3) min_depth_interactions (data-generating) takes a random forest and a vector of con-
ditioning variables, uses (2) to compute conditional minimal depth in all trees and mean
depths of maximal subtrees, and returns a data frame with mean conditional minimal
depth for each interaction calculated in one of three ways,

(4) plot_min_depth_interactions (plotting) takes the result of (3) and plots the condi-
tional mean minimal depth for a given number of most frequent interactions together
with mean minimal depth of the second variable in the interaction, for comparison,

(5) plot_predict_interaction uses the forest and data on which it was trained to plot
its prediction for each point on a grid for two numerical predictors with values of other
predictors sampled from their empirical distributions.

It is worth noting that exploring interactions is usually computationally intensive due to many
possibilities (for p variables there are 1/2p(p − 1) possible interactions of two variables) so I
restrict my analysis to interactions of two variables.

2.3.1. Conditional minimal depth

Conditional minimal depth is a simple modi�cation of minimal depth: for a conditioning
variable Xj and a second variable Xl I de�ne conditional minimal depth of Xl with respect to

Xj as the minimal depth of Xl in the maximal Xj-subtree closest to the root of the whole
tree minus one (my de�nition is based on the ideas presented in [8]). I subtract one in order
to make the values of conditional minimal depth comparable to the unconditional ones: the
latter range from zero, whereas without subtracting one the former would range from one as
the root of any Xj-subtree is by de�nition split on Xj .

Obviously, conditional minimal depth is not symmetric: if Xj is the conditioning variable
I analyze Xj-subtrees and look for splits on Xl in them, whereas if I exchange the roles of
these variables I would be examining Xl-subtrees. As an example consider the simple decision
trees in Figure 1.4 and variables X2 and X3. In the second and third trees X3 is always below
X2 so conditional minimal depth of X3 with respect to X2 is equal to 1 and 2, respectively.
On the other hand, the conditional minimal depth of X2 with respect to X3 is equal to the
mean depth of maximal X3-subtrees in the forest as there are no splits on X2 in X3-subtrees.

This leads to the conclusion that analyzing conditional minimal depth makes much more
sense if the conditioning variables are often used for splitting in the forest, because then I
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have many maximal subtrees to consider and ample possibilities for other variables being
used for splitting in them. Therefore, I select a vector of important predictors vars to use as
conditioning variables � I can do that for example with the function important_variables.

The function conditional_depth (Algorithm 2.8) takes as arguments a vector of con-
ditioning variables and the result of calculate_tree_depth with empty columns that have
names corresponding to conditioning variables. It returns the latter with these columns �lled
with values of conditional minimal depth of each variable present in the tree with respect to
each conditioning variable.

Algorithm 2.8: Calculating conditional depth of nodes in a single tree

Function: calculate_tree_depth(frame, vars)

let r ← number of rows of frame

/* Get the position of roots of maximal subtrees */

group frame by: split variable

let index ← number of row with min(depth) in each group

for j ∈ vars

begin

let start ← index for j
let df ← rows of frame from start to r
/* Depth of the root */

(column j of df)[1] ← 0

for i = 2, 3, . . . , (r−start+1)
begin

find l such that: left daughter[l] = i or right daughter[l] = i
let (column j of df)[i] ← (column j of df)[l] + 1

end

update corresponding entries of frame with df

end

replace 0 in vars columns of frame with missing values

Return: frame with vars columns filled

To calculate the conditional minimal depth in the whole forest I use the function presented
in Algorithm 2.9, min_depth_interactions_values. This function returns a list of which the
�rst element contains conditional minimal depth values for all interactions and the second is
a vector with mean depth of maximal subtrees of each variable in vars that are necessary for
calculating mean conditional minimal depth using approaches (I) or (II) from section 2.1.2,
which include �lling missing values.

Algorithm 2.9: Calculating conditional minimal depth in a forest

Function: min_depth_interactions_values(forest, vars)

let interactions ← empty data frame

/* Calculate unconditional depth */

for b = 1, 2, . . . , B
begin

let frame ← getTree(forest, k = b, labelVar = TRUE)

add calculate_tree_depth(frame) to interactions

end

add columns with names vars to interactions

/* Fill in conditional depth */

for b = 1, 2, . . . , B
begin

let frame ← interactions rows for tree = b
calculate_tree_depth(frame, vars)
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end

let result ← empty data frame

let tree_depths ← empty vector of the same length as vars

for j ∈ vars

begin

/* Calculate minimal depths */

group interactions by: tree, split variable

let column j of result ← min(column j of interactions) in each group

/* Calculate mean depths of maximal subtrees */

group interactions by: tree

let tree_depths[j] ← mean[max(column j of interactions) + 1 in each group]

end

/* Subtract one for comparability with unconditional depth */

let result ← result − 1

Return: list of result, tree_depths

Finally, I create the function min_depth_interactions to calculate mean conditional
minimal depth using the method speci�ed in the same way as for single variables: by the
parameter mean_sample. In addition, for every interaction the function returns the uncon-
ditional mean minimal depth of the second variable in the interaction (as opposed to the
conditioning one) so that a comparison between the mean depth of this variable in whole
trees and subtrees can be made. The method for calculating the last statistic is speci�ed with
the uncond_mean_sample parameter. In Algorithm 2.10 I describe how the function works
without going into the details of processing the result such that instead of a matrix with entry
(i, j) corresponding to the mean conditional minimal depth of variable in row i with respect
to variable in column j I get a data frame with each interaction in a single row (this is easily
done in R).

Algorithm 2.10: Calculating means of conditional minimal depth in a forest

Function: min_depth_interactions(forest, vars, mean_sample, uncond_mean_sample)

let result, tree_depths ← elements of min_depth_interactions_values(forest, vars)

group result by: variable

/* Calculate means for relevant variables */

let means ← mean(each j ∈ vars) in each group

let occurrences ← (count non-missing observations of each j ∈ vars) in each group

if mean_sample 6= "relevant_trees"

begin

let non_occurrences ← B − occurrences

replace missing values in means by 0

end

if mean_sample = "top_trees"

begin

let B̃ ← min(non_occurrences)

let non_occurrences ← by column: non_occurrences − B̃
for j ∈ vars

begin

let column j of means ← (column j of means · column j of occurrences

+ tree_depths[j] · column j of non_occurrences)1/(B − B̃)
end

if mean_sample = "all_trees"

for j ∈ vars

begin

let column j of means ← (column j of means · column j of occurrences

+ tree_depths[j] · column j of non_occurrences)1/B
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end

end

Return: data frame with means and occurrences of interactions in rows appended with

unconditional minimal depth of second variable calculated on sample given by

uncond_mean_sample

The function plot_min_depth_interactions plots the data on mean conditional minimal
depth obtained by min_depth_interactions in the following way. It produces a bar plot for
at most k (parameter) most frequent interactions ordered by decreasing frequency from left
to right, where the height of the bar corresponds to the mean conditional minimal depth of
each interaction and the minimum of this statistic across all interactions is given by a red line
(see Figure 2.5). In addition, the unconditional mean minimal depth of the second variable
in the interaction is marked by a point so that it can be compared with the height of the bar.

Figure 2.5: Mean conditional minimal depth for the iris forest with interactions_frame as main
argument, main = NULL and the remaining parameter k set to its default value of 30. [Source: own
research.]

2.3.2. Prediction on a grid

So far I have analyzed interactions in terms of where splits corresponding to them appear in
the forest. However, one may also be interested in how the prediction of the forest depends
on values of both variables that make up the interaction. A simple idea of addressing this
question is to calculate the forest prediction for many combinations of values of these variables
and to present it on a two-dimensional plot with color of points re�ecting the predicted value.

To do this, the function plot_predict_interaction creates a 100 × 100 grid for quan-
titative predictors variable1, variable2 such that the grid ranges from the minimum to
maximum of each variable and is equally spaced in each dimension (the size of the grid can
be changed with the grid parameter). Then, remaining predictors are one by one sampled
from their empirical distributions � to do that original data used for training the forest has to
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be passed to the function as argument called data. Finally, predicted values for the new data
are calculated: in the case of regression the response is predicted, whereas for classi�cation �
the probabilities of each class (even though they sum up to 1 we include all of them as any
could be of interest to the user). The �nal result is a plot (multiple plots for classi�cation)
with variable1 on the x-axis, variable2 on the y-axis and color of the points corresponding
to predicted values (see Figure 2.6).

Figure 2.6: Prediction of the iris forest on a grid with the following set of parameters: forest

= forest, data = iris, variable1 = "Petal.Width", variable2 = "Petal.Length", main

= NULL and the grid parameter set to its default value of 100. [Source: own research.]

2.4. Explain the forest

As I have persistently argued in this chapter, randomForestExplainer allows us to generate
various data and plots of which each looks at predictors used by the forest from a di�erent
perspective. Of course, as random forests are inherently complex, there is no one right way
to extract knowledge from them and it is up to the user to decide which plot or variable
importance measure is most convincing in a speci�c application. To do that, the user would
probably want to brie�y examine all randomForestExplainer plots to help her decide which
seems the most promising and explore it in more detail (e.g., create similar plots with slightly
di�erent parameters). In order to facilitate this, I propose a wrapper function explain_forest
that uses all capabilities of randomForestExplainer and renders a HTML document that
includes resulting plots and interactive tables of data for the user to explore.

The function explain_forest takes the following arguments:

(a) forest � a randomForest object created with the option localImp = TRUE,

(b) interactions � logical: should interactions of variables be considered (the default value
is FALSE as exploring interactions is computationally intensive)?
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(c) data � the data frame on which forest was trained,

(d) vars � a vector of names of predictors with respect to which interactions should be
considered; if equal to NULL a default of at most 15 conditioning variables will be selected
using the function important_variables,

(e) no_of_pred_plots � the number of most frequent interactions of numeric variables for
which prediction on a grid will be plotted, the default is 3,

(f) measures � a vector of names of importance measures to be plotted by functions
plot_importance_ggpairs and plot_importance_rankings, by default the following
are used: mean minimal depth, number of nodes, number of trees in which the variable
splits the root and both measures calculated by the randomForest package.

Note that parameters (c)-(e) are redundant if interactions = FALSE as they are needed only
by functions dedicated for analyzing interactions of variables. The default values of parameters
allow the user to get the HTML report simply by passing the forest to the function. If one
wants interactions to be considered as well, then apart from setting interactions to TRUE

the argument data needs to be speci�ed.
The function explain_forest is very simple: it creates a new environment to which it

passes the values of all parameters and uses rmarkdown::render to produce the HTML report
using a template from the package directory with objects from the new environment. The
report is saved to the working directory in a �le called Your_forest_explained.html.

Clearly, the crucial element in rendering the document is the R markdown template that
is used. The template starts by listing the details of the forest (i.e., the formula used, the
number of trees, the parameter r and information on prediction accuracy). Then, data for
plotting are generated using functions min_depth_distribution, measure_importance and
min_depth_interactions if interactions are to be considered. Further, the distribution of
minimal depth is plotted and an interactive table with all importance measures is generated
followed by two multi-way importance plots: the �rst contains structure measures (mean
minimal depth, number of nodes and number of trees in which the variable splits the root),
the second contains the increase in node purity measure, decrease in prediction accuracy after
permutation and the p-value. Finally, both plots comparing all measures pairwise appear:
the �rst uses raw measures and the second � rankings.

A conditional part of the template is used only if interactions = TRUE. Then, mean con-
ditional minimal depth is plotted for up to 30 most frequent interactions and an interactive
table containing the data concerning interactions is given. Finally, up to no_of_pred_plots

most frequent interactions of numerical variables are plotted with plot_predict_interaction.
Apart from all the aforementioned plots and tables, the template contains brief comments that
help understand the results. For example output of the function see Appendix B.

All in all, the randomForestExplainer is a useful tool for exploring the importance of
variables in a random forest. In my opinion the emphasis on visualization is a major advantage
of the package, as well as the wrapper function that allows the user to see all plots without
getting to know the details of how to create them. A list of functions of the package available
to the user together with arguments and their default values can be found in Appendix A.
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Chapter 3

Application to The Cancer Genome

Atlas data

In this chapter we use randomForestExplainer to explore a random forest built on data
concerning glioblastoma brain cancer, generated by the TCGA Research Network [18]. The
forest is meant to predict whether a patient survived one year after the diagnosis using data
on expression of various genes. This is a typical example of a problem with large p and small
n as the data set contains many more genes than patients.

3.1. The data and random forest

Our data come from the R package RTCGA [11] and contain observations for 125 patients
that have been diagnosed with glioblastoma. There are 16118 columns in the data: death1y
(1 if the patient died within a year from diagnosis, 0 otherwise), Cluster (subtype of the
tumor), age (age in years at the time of diagnosis) and 16115 columns containing numerical
measurements of gene expression (names of columns are those of corresponding genes). Our
aim is to build a random forest that predicts death1y and to single out genes whose expression
drives the prediction.

Before we proceed, we have to clarify the term gene expression in order to understand
what we are actually modelling. It is worth noting that the de�nition of a gene depends on
context and in our analysis a gene is a place on the DNA. In cell cycle di�erent places of DNA
transcribe with di�erent speed and e�ciency. We treat the amount of transcripts that are
related to a given place as a random variable. In a single experiment we have gene expression
which is its realization. [16].

Moreover, we need to resolve the issue of missing data before we start our analysis. In
section 1.3.2 we discussed three ways of dealing with missing data in random forests: imputing
missing values, creating a "missing value" category for factors and using surrogate splits.
We do not apply any of these approaches here as we do not wish to somewhat arbitrarily
impute data, all our missing values are numeric gene expressions and surrogate splits are very
computationally intensive and thus not implemented in the randomForest package. Therefore,
in order to use all of our 125 observations we simply discard the 1989 out of 16117 predictors
that contain missing values, which still leaves a plethora of variables for our analysis.

Finally, we use the randomForest::randomForest function to train a forest of 10000 trees,
with option localImp = TRUE and r = b

√
14128c = 118 candidate variables for each split.

The reason for growing such a big forest is that we are interested in distinguishing important
predictors � in that case the more trees in a forest the better, as they create more opportunities
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for good variables to be chosen for splitting (i.e., increase the sample on which statistics such
as mean minimal depth are calculated).

Figure 3.1: The OOB prediction error for each class and total OOB misclassi�cation error of the
random forest depending on the number of trees it consists of. [Source: own research.]

In Figure 3.1 we can see the learning curve of our forest, i.e. the evolution of out-of-bag
error when the number of trees increases. Clearly, this error is minimal for around 500 trees
and stabilizes at around 0.4 at 2000 trees. With 10000 trees the OOB estimate of our error
rate is 0.42 and the forests classi�es correctly 39 out of 62 surviving patients and 33 out of
63 deceased patients. We conclude that this is a sensible predictor and when it comes to
prediction accuracy we could obtain similar results with a lower number of trees.

3.2. Distribution of minimal depth

To obtain the distribution of minimal depth we pass our forest (stored in the object forest)
to the function min_depth_distribution and store the result in min_depth_frame which con-
tains three columns: tree (tree number), variable (name of the predictor) and minimal_depth.
Then we apply plot_min_depth_distribution to min_depth_frame and obtain Figure 3.2.
Note that the x-axis ranges from zero trees to the maximum number of trees in which any
variable was used for splitting which is in this case equal to 85 and is reached by the variable
C8orf58. This means, that each predictor was used for splitting in less than 1% of all trees,
which is caused by a low number of observations that leads to shallow trees.

The ordering of variables in Figure 3.2 by their mean minimal depth seems accurate
when we look at the distribution of minimal depth (e.g., one could argue whether C8orf58
is indeed better than SLC17A9 as the latter is more often the root but the former is used
for splitting in many more trees). However, this is not always the case. For example, we
can calculate the mean minimal depth only using non-missing observations (mean_sample =
"relevant_trees") and require that only variables present in at least 60 trees be considered
(i.e., set min_no_of_trees to 60, note that this is ful�lled by all variables in Figure 3.2).
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Figure 3.2: The distribution of minimal depth for top ten variables according to mean minimal
depth under default settings. The mean is calculated using top trees (method (II), only B̃−B missing
values are imputed) and is scaled to �t the range of the x-axis. [Source: own research.]

Figure 3.3: The distribution of minimal depth for top ten variables according to mean minimal
depth calculated using only relevant trees (method (III), no missing values imputation) with the
additional requirement that the variable is used for splitting in at least 60 trees. [Source: own
research.]
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Some form of the last requirement is in this case necessary to avoid selecting variables that
have been by chance used for splitting once at the root. These settings result in Figure 3.3.

Clearly, method (III) of calculating mean minimal depth does not penalize missing ob-
servations (when a variable is not used for splitting in a tree) and the plotting function only
requires the threshold of 60 trees to be ful�lled. This approach leads to the variable PPP1R12A
appearing as third best even though it is not only present in about 25% less trees than C8orf58

but also much less often splits the root node. C8orf58 on the other hand has minimal depth
of 5 in some trees and this contributes to higher mean minimal depth � in our opinion being
used for splitting at depth 5 in a tree is better than not being used at all.

Regardless of the exact parameters used in plot_min_depth_distribution, looking at
the whole distribution of minimal depth o�ers a lot more insight into the role that a predictor
plays in a forest in contrast to looking only at the mean, especially as it can be calculated in
more than one way.

3.3. Various variable importance measures

To further explore variable importance measures we pass our forest to measure_importance

function and save the result as importance_frame � it contains 14128 rows, each corresponding
to a predictor, and 8 columns of which one stores the variable names and the rest store the
variable importance measures. Although this data frame can be useful in itself, we simply
pass it to randomForestExplainer plotting functions.

In Figure 3.4 we present the result of plot_multi_way_importance for the default values
of x_measure and y_measure, where the size of points re�ects the number of nodes split on
the variable (size_measure = "no_of_nodes"). In order not to obscure the picture with too
many points we only plot those that correspond to variables used for splitting at least in 30
trees (min_no_of_trees = 30); in our case this requirement restricts the sample to 145 out of
14128 observations. By default no_of_labels = 10 top variables in the plot are highlighted
in blue and labeled � these are selected using the function important_variables, i.e. using
the sum of rankings based on importance measures used in the plot (more variables may be
labeled if ties occur, as is the case here: 11 variables are highlighted).

Observe the marked negative relation between times_a_root and mean_min_depth in
Figure 3.4 (though it looks linear it is not as the y-axis uses the square root scale). It is
necessary to remember that the plot excludes the worst predictors and including them could
make the aforementioned relation look a lot di�erent. However, if we are interested in the
relation of the depicted importance measures only among variables that were used for splitting
in at least 30 trees then our observation remains valid and we can conclude that using either
of those two importance measures is su�cient as they are highly (negatively) correlated.

In Figure 3.5 we present the multi-way importance plot for a di�erent set of importance
measures: decrease in predictive accuracy after permutation (x-axis), decrease in the Gini
index (y-axis) and levels of signi�cance (color of points). As in the previous plot, the two
measures used as coordinates are strongly correlated, but in this case this is somewhat more
surprising as one is connected to the structure of the forest and the other to its prediction,
whereas in the previous plot both measures re�ected the structure. Also, Figure 3.5 includes
all 14128 observations and we can see that the most pronounced di�erences appear among
top variables. Moreover, the p-value criterion is evidently not very selective � indeed, 1015
predictors are signi�cant at the 1% signi�cance level. Interestingly, all 10 top variables in
Figure 3.5 are also top variables in Figure 3.4 so we can be fairly con�dent that they are truly
crucial to predictive ability of our forest.
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Figure 3.4: Multi-way importance plot for variables that were used for splitting in at least 30 trees.
The x and y-axis measure mean minimal depth and number of splits at root of a variable and the size
of points corresponds to the total number of nodes split on that variable. [Source: own research.]

Figure 3.5: Multi-way importance plot for all variables. The x and y-axis measure decrease in
accuracy when the variable is permuted and decrease in the Gini measure of node impurity resulting
from splits on the variable, respectively. The color corresponds to variable signi�cance which is derived
from the number of nodes that split on it. [Source: own research.]
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Generally, the multi-way importance plot o�ers a wide variety of possibilities so it can
be hard to select the most informative one. One idea of overcoming this obstacle is to �rst
explore relations between di�erent importance measures to then select three that least agree
with each other and use them in the multi-way importance plot to select top variables. The
�rst is easily done by plotting selected importance measures pairwise against each other using
plot_importance_ggpairs as in Figure 3.6. One could of course include all seven measures
in the plot but by default p-value and the number of trees are excluded as both carry similar
information as the number of nodes.

In Figure 3.6 we can see that all depicted measures are highly correlated (of course
the correlation of any measure with mean minimal depth is negative as the latter is low-
est for best variables), but some less than others. Notably, the points in plots including
accuracy_decrease and times_a_root are most dispersed, so these may be the measures
one should select. Moreover, regardless of which measures we compare, there is always only
a handful of points that stand out.

Figure 3.6: Pairwise comparison of �ve importance measures: below the diagonal each pair of
measures is plotted against each other, pairwise correlation coe�cients are given above the diagonal
and density estimates are depicted on the diagonal. [Source: own research.]

In addition to scatter plots and correlation coe�cients, Figure 3.6 also depicts density
estimate for each importance measure � all of which are in this case very skewed. An attempt
to eliminate this feature by plotting rankings instead of raw measures is implemented in the
function plot_importance_rankings whose result is presented in Figure 3.7.

Density estimates in Figure 3.7 show that skewness was eliminated only for two out of
�ve importance measures: accuracy_decrease and gini_decrease. The skewness of ranking
distributions for other measures is most likely caused by frequent ties: e.g. 10370 predictors
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were ranked last according to the times_a_root measure, as they were never used for splitting
at the root. In general, ties are much less frequent for importance measures computed by the
randomForest package also because they are measured on a continuous scale in contrast to
the discrete one used for root, node and tree counts.

When comparing the rankings in Figure 3.7 we can see that for accuracy_decrease and
gini_decrease they more or less agree for observations with low ranks according to those
measures but strongly disagree for variables ranked higher according to accuracy_decrease.
Also, observe that times_a_root and no_of_nodes di�erentiate much more between variables
with low ranks than rankings according to other measures.

Figure 3.7: Pairwise comparison of rankings according to �ve importance measures: below the
diagonal each pair of rankings is plotted against each other, pairwise correlation coe�cients for rank-
ings are given above the diagonal and density estimates are depicted on the diagonal. [Source: own
research.]

3.4. Variable interactions

After selecting a set of most important variables we can investigate interactions with respect
to them, i.e. splits appearing in maximal subtrees with respect to one of the variables selected.
To extract the names of 20 most important variables according to both the mean minimal
depth and number of trees in which a variable appeared, we pass our importance_frame to
the function important_variables with parameter k = 20 and selected importance measures
passed to the argument measures. After using the resulting vector of predictor names together
with the forest as arguments of min_depth_interactions we obtain a data frame containing
the mean conditional minimal depth for each interaction, its number of occurrences and the
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unconditional mean minimal depth of the second variable in the interaction (for both types
of mean minimal depth we use the "top_trees" option).

Unfortunately, as we have many predictors and little observations, the trees in our forest
are shallow and interactions are rare. Speci�cally, only two interactions appeared 3 times, 153
� two times and 7767 only one time. Thus, the mean conditional minimal depth is in this case
meaningless, as it is calculated on up to three observations. We conclude, that to properly
analyze interactions we need to grow another random forest with either increased number of
trees or increased r (mtry) parameter so that more candidate variables will be tried at each
split.

We choose to grow a new forest with r = bp/3c = 4709 (this is the default r for regression)
and after repeating the above calculations we save the result of min_depth_interactions as
interactions_frame. In the new forest 16 of the interactions considered appeared at least
10 times in the forest, of which the most frequent, SLC17A9:IFIT2 (this corresponds to splits
on IFIT2 in maximal subtrees of SLC17A9), a total of 29 times, which is a lot better than
before and o�ers some ground for interaction analysis.

Figure 3.8: 30 most frequent interactions ordered by decreasing frequency. The bars report mean
conditional minimal depth and the points � the unconditional mean minimal depth for the second
variable in the interaction. Both are calculated using method (II) (mean_sample = "top_trees and
uncond_mean_sample = "top_trees). [Source: own research.]

In Figure 3.8 we present the result of passing our interactions_frame to the function
plot_min_depth_interactions with the default number of most frequent interactions plotted
(k = 30). An interesting thing about the interactions depicted is that they usually do not
include top 20 predictors used as conditioning variables as the non-conditioning variable (only
8 out of 30 do), which suggests that variables that are important in maximal subtrees with
respect to top predictors are not important in whole trees. This is actually what we would
expect from an interaction: some variable is only important conditional on another one and
this in most pronounced in the case of SLC17A9:IFIT2, as IFIT2 has mean minimal depth
over 3.5 but in maximal subtrees of SLC17A9 it is often used for splitting immediately after
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the root.
Note that in Figure 3.8 the most frequent interaction has a lot lower mean conditional

minimal depth than the rest � this is due to calculating the mean using method (II) that
penalizes interactions that occur less frequently than the most frequent one. Of course, one can
switch between methods (I), (II) and (III) of calculating the mean both of the conditional and
unconditional minimal depth but each of them has its drawbacks as discussed in section 2.1.2
and we favour method (II). However, as plot_min_depth_interactions plots interactions by
decreasing frequency the major drawback of calculating the mean only for relevant variables
vanishes as interactions appearing only once but with conditional depth 0 will not be included
in the plot anyway. Thus, we repeat the computation of means using method (III) and report
the result in Figure 3.9.

Figure 3.9: 30 most frequent interactions ordered by decreasing frequency. The bars report mean
conditional minimal depth and the points � the unconditional mean minimal depth for the second
variable in the interaction. Both are calculated using method (III) (mean_sample = "relevant_trees

and uncond_mean_sample = "relevant_trees). [Source: own research.]

In Figure 3.9 we see, that all interactions have mean conditional minimal depth lower than
1 meaning that the split on second variable in the interaction is often the daughter of the root,
which is by de�nition split on the �rst variable. This is not surprising as trees in our forest
are shallow and there are not many possibilities for splits deep in maximal subtrees. From
this plot we can also infer that, apart from the �rst one, the fourth, �fth and sixth interaction
seem important, with mean close to zero and number of occurrences equal to 16, 15 and 13,
respectively.

To further investigate the interactions mentioned above (SLC17A9:IFIT2, LSP1:SH3BP2,
SLC17A9:NRXN3 and NEIL1:HSPA1L) we use the function plot_predict_interaction to plot
prediction of our forest on a grid of values for the components of each interaction. Unfortu-
nately, neither of the plots o�ers any insight into how simultaneous changes of both variables
in the interaction shape the prediction. We report the plot for SLC17A9:IFIT2 in Figure 3.10
as an example � the other three look similar.
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Figure 3.10: Prediction of the forest on a 100× 100 grid of values of variables SLC17A9 and IFIT2.
The range of both axes corresponds to the ranges of the respective variables in our data set. [Source:
own research.]

Clearly, higher values of SLC17A9 lead to higher predicted probabilities of the patient
dying within a year from diagnosis, but this e�ect does not change with the variable IFIT2.
All things considered, this is not surprising � interaction of these two variables appears in
only 29 out of 10000 trees in our forest so it cannot in�uence the prediction much. This is,
as is frequency of interactions, a consequence of the structure of our high-p-low-n problem.
We already modi�ed our forest to be able to consider interactions at all, and we would have
to do more in order to investigate their e�ect on forest prediction. A possible solution would
be to build a forest using only a subset of our predictors, for example 50 top ones and all
components of interactions that appeared at least �ve times in the forest.

3.5. Explain the forest

Instead of producing each plot separately, exploring the details of how each of them is made
and what parameters need to be speci�ed, we could have just passed out data, forest and
interactions = TRUE to the function explain_forest. As in our analysis we mostly relied
on default values of parameters, so using the wrapper function would produce an HTML
document with all of the plots we discussed except Figure 3.3 and 3.9 as they were duplicates
with slightly changed parameters. Moreover, the resulting HTML document would contain
interactive versions of both importance_frame and interactions_frame so that the user
could sort variables and interactions according to di�erent importance measures or easily �nd
information concerning predictors of interest.

As we do not want to duplicate our results, we do not report the document produced
by explain_forest for our forest. However, in Appendix B we include such documents for
two other data sets. The �rst concerns breast cancer and the problem there is to classify the
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observations into one of �ve groups corresponding to cancer subtypes on the basis of gene ex-
pression data. The second data set contains information on students and their performance on
the PISA cognitive test. We build a forest that predicts the quantitative score in mathematics
of the students based on their various characteristics. Obviously, we modi�ed somewhat the
HTML documents obtained with the function explain_forest in order to �t the format of
our paper. Notably, instead of interactive tables we show snippets of their non-interactive
counterparts and move them to the beginning of the document to take less space.
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Summary

As I have shown throughout this thesis, random forests, though inherently complex, allow for
at least two approaches of knowledge extraction: �rst, one can analyze how the prediction
of the forest changes after various modi�cations of the data (e.g., inputs permutation) and
second, one can come up with a number of useful summary statistics concerning the structure
of a single tree and then aggregate them over the whole forest.

In particular, I have thoroughly discussed the minimal depth statistic and various ways
of calculating its mean, each substantially di�erent if the forest consists of shallow trees and
variables are often not used for splitting in a tree at all. Such considerations lead me to
believe that it may be useful to investigate the whole distribution of minimal depth in the
forest instead of just looking at its mean.

To address this and other issues I provide new ways of visualizing a random forest in R by
introducing the randomForestExplainer package that calculates various statistics measuring
the importance of variables and their interactions in a forest. Although the package mainly
utilizes existing variable importance measures with a few simple extensions, it possesses a
wide variety of graphical capabilities, all based on the ggplot2 package. Out of 11 functions
of the new package, six produce plots of which each presents predictors used in the forest from
a di�erent point of view. In my opinion, this focus on visualization is the main advantage of
the new package.

Furthermore, the �agship function explain_forest gives the user immediate insight into
the results that can be obtained by the package for a given forest without almost any need of
getting to know how the package works. The resulting HTML document presents the results
of all plotting functions of randomForestExplainer in turn, under default settings, allowing
the user to immediately asses the usefulness of each of them in the particular application.

When it comes to the example of predicting if the patient will survive one year from
diagnosis of glioblastoma cancer, I found that out of a multitude of variables measuring gene
expression only a small group seems driving the prediction of the forest. Moreover, this �nding
is consistent across plots using di�erent variable importance measures for comparison. My
analysis also helps in distinguishing which predictors are almost entirely useless when it comes
to predicting the outcome so an analysis excluding them could be performed.

All in all, I believe that the ideas presented in this thesis can potentially help explain
predictions given by random forests. In other words, randomForestExplainer will hopefully
lighten the random forest black box so that it will be of some more accessible shade of grey.
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Appendix A

List of functions available in

randomForestExplainer

Below we list all functions available in the package randomForestExplainer. For each func-
tion we include all its parameters and their default values, if any, and explain the nature of
objects that have to be passed to the function as parameters that have no default value:

(1) min_depth_distribution(forest) � the only argument is a randomForest object,

(2) plot_min_depth_distribution(min_depth_frame, k = 10, min_no_of_trees = 0,

mean_sample = "top_trees", mean_scale = FALSE, mean_round = 2, main =
"Distribution of minimal depth and its mean") � the �rst argument is a result of
function (1),

(3) measure_importance(forest, mean_sample = "top_trees") � the �rst argument is
a randomForest object grown with option localImp = TRUE,

(4) important_variables(importance_frame, k = 15, measures = names(importance

_frame)[2:5], ties_action = "all") � the �rst argument is a result of function (3),

(5) plot_multi_way_importance(importance_frame, x_measure = "mean_min_depth",

y_measure = "times_a_root", size_measure = NULL, min_no_of_trees = 0,

no_of_labels = 10, main = "Multi-way importance plot") � the �rst argument
is a result of function (3),

(6) plot_importance_ggpairs(importance_frame, measures = names(importance_

frame)[c(2, 4, 5, 3, 7)], main = "Relations between measures of importance")

� the �rst argument is a result of function (3),

(7) plot_importance_rankings(importance_frame, measures = names(importance_

frame)[c(2, 4, 5, 3, 7)], main = "Relations between rankings according to

different measures") � the �rst argument is a result of function (3),

(8) min_depth_interactions(forest, vars, mean_sample = "top_trees", uncond_

mean_sample = mean_sample) � the �rst argument is a randomForest object, the sec-
ond one is a vector of names of (possibly all) predictors,

(9) plot_min_depth_interactions(interactions_frame, k = 30, main = paste0(

"Mean minimal depth for ", paste0(k, " most frequent interactions"))) � the
�rst argument is a result of function (8),
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(10) plot_predict_interaction(forest, data, variable1, variable2, grid = 100,

main = paste0("Prediction of the forest for different values of ", paste0(

variable1, paste0(" and ", variable2)))) � the �rst argument is a randomForest

object, the second one is a data frame on which forest was trained, two subsequent
ones are names of predictors,

(11) explain_forest(forest, interactions = FALSE, data = NULL, vars = NULL,

no_of_pred_plots = 3, pred_grid = 100, measures = if (forest$type ==
"classification") c("mean_min_depth", "accuracy_decrease", "gini_decrease",

"no_of_nodes", "times_a_root") else c("mean_min_depth", "mse_increase",

"node_purity_increase", "no_of_nodes", "times_a_root")) � the �rst argument
is a randomForest object.
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Appendix B

Additional examples

In this appendix we present documents produced by the randomForestExplainer function
explain_forest applied to random forests grown on two di�erent data sets.

B.1. Multi-label classi�cation: breast cancer data

The �rst data set comes from The Cancer Genome Atlas Project [18] and contains observations
on 100 patients that have been diagnosed with breast cancer. We build a random forest that
aims at predicting the subtype of cancer (one of �ve: Basal, Her2, LumA, LumB or Normal)
using 730 predictors containing numerical gene expression. Thus, this problem is similar to
our glioblastoma example presented in Chapter 3 as it is also a classi�cation problem with
many more predictors than observations leading to a forest with shallow trees.

We report the document produced by randomForestExplainer on pages 58�62.

B.2. Regression: PISA data

The second data set comes from the PISA2012lite package and is a subset of the PISA 2012
OECD database which contains information on students' performance on various cognitive
tests and their personal characteristics. We use a relatively small sample that contains 12473
observations on students from four members of the Visegrad Group (i.e., Czech Republic,
Hungary, Poland and Slovak Republic). We build a random forest that aims at predicting the
quantitative score in mathematics PV1MATH using 12 characteristics of a student such as her
gender or index of wealth of her family. Clearly, this is a typical regression problem with n
considerably bigger than p.

We report the document produced by randomForestExplainer on pages 63�67.
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A graphical summary of your random forest
randomForestExplainer

July 08, 2017

Details of your forest

##

## Call:

## randomForest(formula = SUBTYPE ~ ., data = brca, ntree = 10000, localImp = TRUE)

## Type of random forest: classification

## Number of trees: 10000

## No. of variables tried at each split: 27

##

## OOB estimate of error rate: 19%

## Confusion matrix:

## Basal Her2 LumA LumB Normal class.error

## Basal 23 0 0 0 0 0.00

## Her2 3 0 1 2 0 1.00

## LumA 0 0 47 0 0 0.00

## LumB 0 0 9 11 0 0.45

## Normal 1 0 2 1 0 1.00

Importance measures

Below you can see how measures of importance for variables in the forest look like:

## variable mean_min_depth no_of_nodes accuracy_decrease gini_decrease

## 1 AANAT 5.772162 89 4.542379e-05 0.03006395

## 2 AARSD1 5.640127 152 1.617355e-04 0.05163999

## 3 AATF 5.540638 181 1.314132e-04 0.05696943

## no_of_trees times_a_root p_value

## 1 89 1 1.0000000

## 2 152 0 0.9955646

## 3 181 0 0.6579973

Minimal depth interactions frame

The data used for plotting mean minimal depth for interactions is in the following table:

## variable root_variable mean_min_depth occurrences interaction

## 1 AANAT ARSG 3.573993 1 ARSG:AANAT

## 2 AANAT AURKB 3.346270 11 AURKB:AANAT

## 3 AANAT CBX2 3.820170 3 CBX2:AANAT

## uncond_mean_min_depth

## 1 5.772162

## 2 5.772162

## 3 5.772162

1

Distribution of minimal depth

The plot below shows the distribution of minimal depth among the trees of your forest. Note that:

• the mean of the distribution is marked by a vertical bar with a value label on it (the scale for it is
different than for the rest of the plot),

• the scale of the X axis goes from zero to the maximum number of trees in which any variable was used
for splitting.
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Multi-way importance plot

The multi-way importance plot shows the relation between three measures of importance and labels 10
variables which scored best when it comes to these three measures (i.e. for which the sum of the ranks for
those measures is the lowest).

The first multi-way importance plot focuses on three importance measures that derive from the structure of
trees in the forest:

• mean depth of first split on the variable,

• number of trees in which the root is split on the variable,

• the total number of nodes in the forest that split on that variable.
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The second multi-way importance plot shows two importance measures that derive from the role a variable
plays in prediction: with the additional information on the p-value based on a binomial distribution of the
number of nodes split on the variable assuming that variables are randomly drawn to form splits (i.e. if a
variable is significant it means that the variable is used for splitting more often than would be the case if the
selection was random).
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Compare importance measures

The plot below shows bilateral relations between the following importance measures: , if some variables are
strongly related to each other it may be worth to consider focusing only on one of them.
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Compare rankings of variables

The plot below shows bilateral relations between the rankings of variables according to chosen importance
measures. This approach might be useful as rankings are more evenly spread than corresponding importance
measures. This may also more clearly show where the different measures of importance disagree or agree.
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Variable interactions

Conditional minimal depth

The plot below reports 30 top interactions according to mean of conditional minimal depth – a generalization
of minimal depth that measures the depth of the second variable in a tree of which the first variable is a root
(a subtree of a tree from the forest). In order to be comparable to normal minimal depth 1 is subtracted so
that 0 is the minimum.

For example value of 0 for interaction x:y in a tree means that if we take the highest subtree with the root
splitting on x then y is used for splitting immediately after x (minimal depth of x in this subtree is 1). The
values presented are means over all trees in the forest.

Note that:

• the plot shows only 30 interactions that appeared most frequently,

• the horizontal line shows the minimal value of the depicted statistic among interactions for which it
was calculated,

• the interactions considered are ones with the following variables as first (root variables): and all possible
values of the second variable.
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Prediction on a grid

The plots below show predictions of the random forest depending on values of components of an interaction
(the values of remaining predictors are sampled from their empirical distribution) for up to 3 most frequent
interactions that consist of two numerical variables.
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A graphical summary of your random forest
randomForestExplainer

July 08, 2017

Details of your forest

##

## Call:

## randomForest(formula = PV1MATH ~ ., data = pisa, localImp = TRUE)

## Type of random forest: regression

## Number of trees: 500

## No. of variables tried at each split: 4

##

## Mean of squared residuals: 7293.245

## % Var explained: 18.91

Importance measures

Below you can see how measures of importance for variables in the forest look like:

## variable mean_min_depth no_of_nodes mse_increase node_purity_increase no_of_trees times_a_root

## 1 CNT 1.414 62408 1477.227 5861251 500 109

## 2 ISCEDO 1.216 19526 1340.554 6915233 500 155

## 3 OECD NA 0 0.000 0 0 0

## p_value

## 1 1.472617e-51

## 2 1.000000e+00

## 3 1.000000e+00

Minimal depth interactions frame

The data used for plotting mean minimal depth for interactions is in the following table:

## variable root_variable mean_min_depth occurrences interaction uncond_mean_min_depth

## 1 CNT CNT 3.574100 485 CNT:CNT 1.414

## 2 CNT ISCEDO 1.892594 490 ISCEDO:CNT 1.414

## 3 CNT OECD NaN 0 OECD:CNT 1.414

1

Distribution of minimal depth

The plot below shows the distribution of minimal depth among the trees of your forest. Note that:

• the mean of the distribution is marked by a vertical bar with a value label on it (the scale for it is
different than for the rest of the plot),

• the scale of the X axis goes from zero to the maximum number of trees in which any variable was used
for splitting.
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Multi-way importance plot

The multi-way importance plot shows the relation between three measures of importance and labels 10
variables which scored best when it comes to these three measures (i.e. for which the sum of the ranks for
those measures is the lowest).

The first multi-way importance plot focuses on three importance measures that derive from the structure of
trees in the forest:

• mean depth of first split on the variable,

• number of trees in which the root is split on the variable,

• the total number of nodes in the forest that split on that variable.
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3

The second multi-way importance plot shows two importance measures that derive from the role a variable
plays in prediction: with the additional information on the p-value based on a binomial distribution of the
number of nodes split on the variable assuming that variables are randomly drawn to form splits (i.e. if a
variable is significant it means that the variable is used for splitting more often than would be the case if the
selection was random).
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Compare importance measures

The plot below shows bilateral relations between the following importance measures: , if some variables are
strongly related to each other it may be worth to consider focusing only on one of them.
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Compare rankings of variables

The plot below shows bilateral relations between the rankings of variables according to chosen importance
measures. This approach might be useful as rankings are more evenly spread than corresponding importance
measures. This may also more clearly show where the different measures of importance disagree or agree.
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Variable interactions

Conditional minimal depth

The plot below reports 30 top interactions according to mean of conditional minimal depth – a generalization
of minimal depth that measures the depth of the second variable in a tree of which the first variable is a root
(a subtree of a tree from the forest). In order to be comparable to normal minimal depth 1 is subtracted so
that 0 is the minimum.

For example value of 0 for interaction x:y in a tree means that if we take the highest subtree with the root
splitting on x then y is used for splitting immediately after x (minimal depth of x in this subtree is 1). The
values presented are means over all trees in the forest.

Note that:

• the plot shows only 30 interactions that appeared most frequently,

• the horizontal line shows the minimal value of the depicted statistic among interactions for which it
was calculated,

• the interactions considered are ones with the following variables as first (root variables): and all possible
values of the second variable.
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Prediction on a grid

The plots below show predictions of the random forest depending on values of components of an interaction
(the values of remaining predictors are sampled from their empirical distribution) for up to 3 most frequent
interactions that consist of two numerical variables.
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